
4 Chapter 1. Reservoir Computing

Figure 1.3: A visualization of a Recurrent Neural Network. Note the model is es-
sentially the feed-forward version, plus feedback within the internal layers. Neurons
in posterior layers may communicate with neurons anterior layers. Thus this net-
work is also a dynamical system, and much more di�cult to train without easing
assumptions.

Figure 1.4: A visualization of a reservoir computer. In the general case, every input
is weight-connected to every neuron in the reservoir (connections with zero weight
identify with no connection at all). The neurons within the reservoir are connected
to one another. The input to each neuron is a combination of the inputs and the
outputs of other randomly selected neurons. The output of each neuron is tanh of a
linear combination of the inputs and the neuron outputs. The weights on the neurons
are random and fixed; they are not adjusted during training as in the feed-forward
model.


