MEASURES AND INTEGRALS
Definitions

01* Let R}, = [0,00] be the set composed of all numbers = for which 0 < x
together with the symbol co. Consequently:

R} = R} U {oc}

We refer to R‘g as the nonnegative extended real number system. We supply
RJ(S with the operations of addition and multiplication, as usual, and the
relation of order, as usual, but we augment the operations and the relation
by the following conventions:

rT+oo=00+r=00, 0<T—2X00=00X2T=00
0+ =00, coX0=00, 0 Xxoco=00x0=0

r < o0

Let H be the bijective mapping carrying R{ to [0, 1], defined as follows:

H(E)=€¢1+67"
We intend that H(oo) = 1. We supply R with a metric as follows:
6(61,62) = [H (&) — H(&)|
Note that, for the metric just described, R‘g is compact. Let:
0: 01<03< - <0o;< -

be an increasing sequence in R‘g. Note that ¢ is convergent.

Measurable Spaces

02° Let X be a set. Let A be a family of subsets of X. We say that A is a
o-algebra iff:

(1) peA
(2) for each subset A of X, if A € A then X\Ae€ A
(3) for any countable family C of subsets of X, if C C A then UC € A

We refer to the set X, supplied with a o-algebra A of subsets of X, as a
measurable space. We refer to the sets in A as measurable subsets of X.
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03® Let X be aset. Let G be a family of subsets of X. Let A be the collection
of all o-algebras of subsets of X which include G. Note that A # (), because
the family X consisting of all subsets of X is contained in A. Let:

A=A

Obviously, A is a o-algebra of subsets of X. Moreover, for any o-algebra B of
subsets of X, if G C B then A C B. We say that A is the “smallest” among
all o-algebras of subsets of X which include G. We say that G “generates” A.

04* Let X be a metric space, with metric d. Let 7 be the family of all open
subsets of X. We refer to T as the topology on X. Let A be the o-algebra of
subsets of X generated by the topology 7. We regard A as the “standard”
o-algebra of subsets of X, defined relative to the metric d on X, and we often
refer to it as the borel algebra on X. Given a metric space X, we supply X
with the borel algebra A, without comment.

Measurable Mappings

05° Let X; and X5 be measurable spaces, supplied with o-algebras A; and
As, respectively. Let F' be a mapping carrying X; to X5. We say that F is
a measurable mapping iff, for each measurable subset B of X5 , F~1(B) is a
measurable subset of X;.

06° Let X; be a measurable space, with o-algebra A;, and let X5 be a metric
space, with metric do. Let T3 be the topology on X5. We supply Xs with the
standard o-algebra As, that is, with the o-algebra generated by T5. Let F be
a mapping carrying X; to X5. Assume that, for each open subset V of X,
F_l(V) is a measurable subset of X;. Let us show that F is a measurable
mapping. To that end, we introduce the family B consisting of all subsets B
of X5 such that F~1(B) lies in A;. We note that B is a o- algebra of subsets
of X5. By hypothesis, the topology on X5 is a subfamily of B. At this point,
the conclusion is obvious.

07* Let X be a measurable space, with o-algebra A. Let:

f17f25 R fja

be a sequence of functions defined on X with values in R. Let the sequence
be pointwise convergent and let g be the corresponding pointwise limit:

g(z) = jIHEO fi(@)

where z is any member of X. Let us assume that, for each index j, f; is
measurable. Let us show that g is measurable. Of course, we assume that R
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is supplied with the standard o-algebra, let it be A. See article 04®*. We note
that, for each number r in R and for each z in X, r < g(z) iff there is some
rational number s such that r < s and such that the sequence:

@), foz), o, fi(2), ..

is eventually in (s, —). That is:

g r—n=UJU N s—

r<s k=1/(=k

Now the conclusion is obvious.

Measure Spaces

08° Let X be a set. Let A be a o-algebra of subsets of X. By a measure on
A, we mean a mapping p which assigns to each set A in A a number in Ry
such that:

(1) p®) =0
(2) for each countable subfamily C of A, if the sets in C are mutually

disjoint then:
p(lJO)=> o)
cec cec

To be precise, let us note that, by definition:

> ul0) = sup > u(C)

cecC CeF

where F runs through all finite subsets of C. We say that p is finite iff
u(X) < oo, that y is finite and normalized iff (X)) = 1. By a measure space,
we mean a set X supplied with a o-algebra A of subsets of X and a measure
uon A.

09° Let X be a measure space, supplied with a o-algebra A of subsets of X
and a measure p on A. Obviously, for any measurable subsets B and C' of X,
it B C C then p(B) < p(C). In turn, let:
A C Ay CA3C -

be an increasing sequence of measurable subsets of X and let A be the corre-
sponding union:

A= A;
j=1
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One can easily verify that:

u(A) = lim pu(A))

j—o0

Lebesgue Measure

10®* Let B be the o-algebra of subsets of R generated by the topology on R.
One can easily show that B is translation invariant, which is to say that, for
any number 7 in R and for any set B in B, 7+ B lies in B as well. Let A be a
measure on B such that A is standardized, which is to say that A([0,1]) =1,
and such that A is translation invariant, which is to say that, for each number
7 in R and for any set B in B, A(T+ B) = A(B). We refer to A as the lebesgue
measure on R. One can show that \ exists (which requires substantial effort)
and that it is unique.

11* Of course, for any positive integer n, we may extend the foregoing design
to R™. We would obtain the lebesgue measure A" on R™.

12* For certain practical purposes, one might wish to extend the lebesgue
measure A on R to a larger domain, let it be B, preserving, of course, the
condition of translation invariance. In fact, it can be done, but there are
constraints. Let us show that there must be subsets of R which cannot be
contained in B. To that end, let [0, 1] be supplied with an equivalence relation,
as follows:

r=y ff r—yeqQ

Let C be a subset of [0, 1] which contains precisely one number in each of the
equivalence classes following the foregoing relation. Let A be the union of all
subsets of R of the following form:

qg+C
where ¢ is any number in Q N [—1, 1]. Note that:
[Oa 1] c A - [_172]

Now one may show that C' cannot be in 3.

Integration of NonNegative Functions

13®* Let X be a measure space, supplied with a o-algebra A of subsets of X
and a measure p on A. Let A be a subset of X. Let x4 be the characteristic
function for A, defined as follows:

_J0 ifzxg A
XA(x)*{1 ifreA
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Let £ be a finite family of measurable subsets of X. For each A in &, let
ca be a nonnegative real number. Let h be the corresponding finite linear
combination of characteristic functions:

(S) h = Z caxaA

Aecg

We refer to such a function h as a simple function. Of course, one may
represent h variously, in the form (5). We define the integral of h with respect

to u as follows:
[ h@utds) = Y can(a)
X AcE

One can easily check that the integral of h, so defined, is the same no matter
the particular representation of & in the form (95).

14* Now let f be any measurable nonnegative extended real valued function
defined on X. We define the integral of f with respect to u as follows:

[ f@wtda) = sup [ hwputan)

h<f

where h runs through all simple functions which are subordinate to f, in the
sense that 0 < h < f.

15° Let us emphasize that:

0< /X f(@)u(dz) < oo

For the case in which:

0< [ faulds) <
X
we say that f is integrable.

16° Let B be the measurable subset of X consisting of all points x such that
f(z) = co. For an instructive exercise, one should prove that:

/X f(@)p(dz) < oo = u(B) =0

17° Let:



be a pointwise increasing sequence of measurable nonnegative extended real
valued functions defined on X. Let f be the pointwise limit of the sequence:

f(z) = lim f;(x)

j—o0

where z is any point in X. In the lectures, we will prove that:
(MCT) [ t@utds) = 1w [ fi@nto)
X I Jx

This result is the celebrated MONOTONE CONVERGENCE THEOREM.

18°% Let f be any measurable nonnegative extended real valued function de-
fined on X. One can easily show that there is a pointwise increasing sequence:

0<hy <hyg<hg< --- <h; < -+
of simple functions such that, for each x in X:

f(@) = lim hy(x)

j—o0

19° In the lectures, we will show that the result just described leads to very
simple proofs of the following basic properties of integrals:

/X (f1(2) + fola)uldr) = /X fr(@)uldz) + /X fola)u(dz)
[ catamtan) = [ gomtar)
X X

where f1, f2, and g are measurable nonnegative extended real valued functions
defined on X and where c is a nonnegative real number.

The Theorem of Radon and Nikodym

20* Let X be a measure space, supplied with a o-algebra A of subsets of
X and a measure p on A. Let f be a measurable nonnegative extended real
valued function defined on X. For each measurable subset A of X, we define:

[ f@ntda) = [ xat@)s@ntis)

A X

In turn, we define the function v on A with values in R}, as follows:
o) = [ S (e
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Now one can show that v is a measure on 4. We refer to v as the indefinite
integral of f with respect to u. We express the relation among the parts as
follows:

v=1Ff-p

We refer to f as the derivative of v with respect to u.
21° In the foregoing context, it is plain that, for each set A in A:
Ay =0 = v(4)=0

To express this condition, one says that v is absolutely continuous with respect
to p. Under rather mild restrictions on p, one can show that v is absolutely
continuous with respect to p iff there exists a measurable nonnegative ex-
tended real valued function f defined on X such that v = f - pu. One refers to
this basic fact as the Theorem of Radon and Nikodym.

22° Let us reveal the mild restriction on p just mentioned. One requires of
u that it be o-finite, which is to say that there there is a countable subfamily
C of A such that, for each set C' in C, 0 < u(C) < oo and such that:

x=Jc

Under this condition, one can, very often, reduce the proofs of theorems to
the case in which p is finite, that is, 0 < p(X) < oco.

Integration of Complex Functions

23®* Let X be a measure space, supplied with a o-algebra A of subsets of
X and a measure g on A. Let f be a measurable complex valued function
defined on X. Of course, we intend that C shall carry the standard borel
algebra of measurable subsets (generated by the topology on C). One can
easily check that |f| must also be measurable. We say that f is integrable iff
|f] is integrable:

t/meM<m
X

See article 14°. Obviously, the real and imaginary parts of f, namely, f° and
f*, are also measurable. Moreover, they are integrable, because:

\Fer<IfL 1o <A

Naturally, we define the integral of f in the manner expected:

[ s@utan) = [ f@utdn +i [ @l
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However, we must first define the integral for real valued functions.
24* To that end, we introduce an integrable real valued function f defined
on X. In turn, we introduce integrable nonnegative real valued functions f+
and f~ such that:

f=rr—f"
For instance, we might define f* and f~ as follows:

1 _ 1
f+:§(|f|+f), f :§(|f|—f)

Now we define the integral of f by the following unsurprising relation:

[ s@utan) = [ @) - [ 1@

We hasten to note that the value of the integral would be the same, no matter
the choice of f* and f~. In fact, if:

H=f=r=K-f

then:
W+l =0+

and hence:

/X f (@) u(dz) + /X fy @) p(dz) = /X [ @), + /X f7 (@) u(da)
It follows that:

/X f (@) (dz) - /X f7 @) p(dz) = /X 13 (@)ulda)s - /X fi (@) u(da)

Consequently, the integral of f is well defined.

25° Returning to the framework of complex valued functions, we may proceed
to verify the following basic properties of integrals:

[ @)+ paanntin) = [ fomtdo) + [ putdo)
| cot@mtan) = | gtantas)

X

where f1, f2, and g are integrable complex valued functions defined on X and
where ¢ is any complex number. The arguments involve nothing more than
patient reiteration of the definitions.



26° In the lectures, we will prove the following somewhat more slippery fact:

It[;g(x)u(dxﬂ St/nglﬂu(dx)

27° Let X be a measure space, supplied with a o-algebra A of subsets of X
and a measure p on A. Let:

flan, f37 7.fj7

be a pointwise convergent sequence of complex valued measurable functions
defined on X. Let f be the pointwise limit of the sequence:

f(2) = lim f()

j—o0

where x is any point in X. Of course, f is itself measurable. Let g be a
nonnegative real valued measurable function defined on X, for which:

/wmwm<m
X

and:
|fi ()] < g(z)

where j is any positive integer and where x is any point in X. In the lectures,
we will prove that:

(DCT) [ t@utds) = 1w [ fi@nto)
X J=0 Jx
This result is the celebrated DOMINATED CONVERGENCE THEOREM.

The Change of Variables Theorem

28° At this point, let us introduce a very elegant and useful (though abstract)
computation, involving integrals on related measure spaces. Let X and Y be
arbitrary sets and let A and B be any o-algebras of subsets of X and Y,
respectively. Let F' be a measurable mapping carrying X to Y and let u be
any measure on A. In natural manner, we obtain a measure v on B:

v=F.(n

defined as follows:



where B is any set in B. In turn, let g be any measurable complex valued
function defined on Y. In natural manner, we obtain a measurable complex
valued function f on X:

f=F(g)=g F
defined as follows:

f(z) = g(F(x))

where x is any point in X. In the lectures, we will prove that if g is integrable
then f is integrable and:

(cVT) /X f(@)uldz) = /Y 9(y)v(dy)

Dropping the explicit display of (superfluous) variables, we obtain the neatly

balanced relation:
[ F@n= [ 9w
X Y

One refers to the foregoing relation, of compelling symmetry, as the CHANGE
OF VARIABLES THEOREM.

Integration by Iteration

29* Let X and Y be arbitrary sets and let A and B be any o-algebras of
subsets of X and Y, respectively. Let C be the o-algebra of subsets of X x Y
generated by the subsets of X x Y of the form:

Ax B

where A is any set in A and where B is any set in 5. In turn, let p and v be
any measures defined on A and B, respectively. Naturally, one may inquire
whether there is a measure p defined on C, which satisfies the relation:

p(A x B) = u(A)v(B)

where A is any set in A and where B is any set in B. One would refer to p as
the product of u and v. In the lectures, we will prove that it is so, but to do
so we will require that ¢ and v be o-finite.

30* Now let f be any measurable nonnegative extended real valued function
defined on X x Y. For any u in X and for any v in Y, we may introduce the
partial functions f, defined on Y and f, defined on X, uniquely characterized
by the relations:

fu(y):f(uvy)a fv(x):f(x,v)
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where x is any member of X and where y is any member of Y. Of course,
fu and f, are nonnegative extended real valued functions defined on Y and
X, respectively. It turns out that both f, and f, are measurable. Now we
may introduce the partial integral functions g and h defined on X and Y,
respectively, by the relations:

g(u) = /Y f(dy),  h(v) = /X fol@)u(dz)

where u s any member of X and where v is any member of Y. Finally, in the
lectures, we will show that:

/X [ /Y F (@ y)w(dy)] plde) = /X fa)p(dady)

(FT)
- / [ / F (. y)ude)] v(dy)
Y JX

We presume that the simplification of notation in the foregoing relations is
unproblematic. One refers to these relations as the THEOREM OF FUBINI.

31® To this point, we have ignored the question whether the foregoing inte-
grals are finite or infinite. In fact, it is plain that f is integrable iff both ¢
and h are integrable. Moreover, by article 16°, we find that if g is integrable
then there is a set A in A such that p(A) = 0 and, for each v in X\ A, the
partial function f, is integrable; while if h is integrable then there is a set B
in B such that v(B) = 0 and, for each v in Y\ B, the partial function f, is
integrable.

32* Now let us consider a measurable complex valued function f defined on
X xY. We contend that if f is integrable then the THEOREM OF FUBINI,
that is, relation (FT), continues to hold true. However, it requires careful
interpretation.

33®* We proceed to define the partial functions f,, and f, by the form proposed
in article 30°:

fu(y):f(uvy)a fv(x):f(mav)

Of course:

| flu = 1ful; |flo =110l
In turn, we proceed to define the corresponding partial integral functions §

and h for |f|:

i(u) = /Y Flaldy), ) = /X | Flo@)a(d)
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By definition, f is integrable iff | f| is integrable. By article 31°, it is the same
to say that ¢ and h are integrable.

34* Now by straightforward reduction to real and imaginary parts and, in
turn, to positive and negative parts, we obtain relation (F'T"). However, we
must confess that the corresponding partial integral functions which figure in
the relation require, in general, excision of certain sets of measure 0:

/X o /Y F (@ y)w(dy)] plde) = / f(y)p(dedy)

XXY

(FT)
- / [/ F( y)ude)] v(dy)
Y\B JXx
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