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1°  Let a be any positive integer (2 < a) and let A be the finite set:
A={1,2,3, ... ,a}

Let P be a probability vector:

where:

and:

7j=1
Let II be a stochastic matrix:

T4 I,

II = . :

Hal Haa

where:
0 < I (1<j<a,1<k<a)

and:

We assume that:
(1) PII =P

that is, that:

ZPjij =P (1<k<a)
j=1
2°  Now let X be the set of all sequences:
T = (x07x1;x2a v 5Ty, )
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with entries in A:
1<z, <a (0<n)

For any nonnegative integer r and for any finite sequence:
w = (wo, W1, W,y ... , W)

with entries in A, let C, be the cylinder in X comprised of all sequences x
for which:
Ty = W0, T1 = Wiy «.. , Ty = Wy

We specify a probability measure g on X by defining the values of y on the
cylinders in X, as follows:

,LL(Cw) = PwOHwowlnwlwz T Hw,,.,lwr

One can readily extend p to the various borel subsets of X. Finally, let T be
the mapping carrying X to itself, defined as follows:

T((xo, 21,22y --v 1T, -..)) = (21,22, %3, -.. ,Tpt1, --.) (x € X)
By relation (1), we find that u is invariant under T':
(2) To(n) = p

that is, that:
N(T_l(cw)) = 1(Cu)

where C,, is any cylinder in X. At this point, we have assembled the initial
ingredients A, P, and II to produce a dynamical system:

(X, 1, T)

One refers to this system as a markov system.

3° Let j be a member of A for which P; = 0. One can easily show that:
[ee]
w(lJT7(Cy) = 0
£=0

Hence, one may excise j from A without loss of significance. Hereafter, we
will assume that:

(3) 0<P, (1<j<a)



4°  Let us say that the stochastic matrix II is irreducible iff, for any members
j and k of A, there is some positive integer ¢ such that:

(4) 0 < IIf,

We plan to prove that the markov system (X, u, T') is ergodic iff the stochastic
matrix II is irreducible.

5° Let Cy be a cylinder in X, where:
w = (wp, w1, Wz, ... , W)

Let 1,, be the characteristic function for C\,. Applying the Ergodic Theorem,
we introduce the limit function:

Ly

as follows:
n—1

. o1 .
lw(z) = nlirr;o - Z:O 1w(T™(2)) (x e X)
One knows that:

(5) /X 1, (2)p(dz) = / L(@)u(dz) = p(Cu)

X

If (X, u,T) is ergodic then in fact:
(6) Lu(@) = p(Cu)  (z € X)
In turn, let Cy, and C, be cylinders in X, where:

u = (ug,u1, U2, ... ,Up)

and:
v = (v, v1,v2, ... ,Vq)

Clearly:

L(@)1,(x) = lim % Y L@LI™@)  (xe X)
m=0

Applying the Dominated Convergence Theorem, we obtain:

(7) [ i@t = i LS w0 )
m=0



Now one can readily verify that (X, pu,T) is ergodic iff, for any cylinders C,
and C, in X:

© H(CIIC) = Tim 13 (€N T(E)
m=0

6° Let j and k be any members of A. Taking C, and C, to be C; and Cy,
we may apply relation (7) to obtain:

n—1

. o1 .
| @@t = lin 3 P
m=0

so that:
1 n—1
1 2 T
(9) Pt @@t = Jim >
Now we may define the stochastic matrix Q) as follows:
1 n—1
T | m .
(10) Qjk .7n1LIr(>10nZij (1<j<a,1<k<a)
m=0
that is:
1 n—1
Q= i 2 1
m=0

Clearly, IIQ = @ = QII, QQ = Q, and PQ = P.

7°  If (X, p, T) is ergodic then 1y is constant with constant value u(Cy) = Py.
Hence, by relation (9):

Pr=Qpu (1<j<a 1<k<a)
so all the rows of @ coincide with P. Conversely, if all the rows of @ coincide

with P then, for any cylinders C,, and C, in X:

n—1

1 o
Jim =~ p(CunT™™(C))

1 n—1
= 1i - E . m=p .
- nh_{réo n PuOHu0u1 Hupflup]:[upvo H’Uo’Ul qufl'uq
m=p+1

= PuOHuoul te Hup,luppvonvovl te qu,lvq
= M(Cu):u(cv)



Hence, by relation (8), (X,u,T) is ergodic. We conclude that (X, pu,T) is
ergodic iff all the rows of Q) coincide with P.

8°  Let us assume that all the entries in @) are positive. Since QQ = @, it is
plain that all the columns of @Q must be constant. Indeed, for each column K
of @, if the smallest entry ¢ in K is strictly less than the largest entry h then,
for each row L in @, g < LK < h, which contradicts the fact that QK = K.
Since PQ = P, it follows in turn that all the rows of @) coincide with P. We
conclude that all the rows of @ coincide with P iff all the entries in Q) are
positive.

9°  Let us assume that all the entries in @) are positive. By relation (10) (that
is, by the definition of @), it is plain that IT is irreducible. Let us assume that
IT is irreducible. Let j and k be any members of A. There must be some
member j’ of A such that 0 < @Q;;. There must then be some positive integer
£ such that 0 < H?,k. Hence, 0 < (QII%) ;. However, QII* = Q. We conclude
that all the entries in ) are positive iff II is irreducible.

10° Finally, we conclude that (X, u,T) is ergodic iff II is irreducible. More-
over, in such a case, all the rows of ) coincide with P.

11° One says that (X, p, T) is (strongly) mizing iff, for any cylinders C,, and
C,in X:

H(CLu(Co) = lim p(CuNT(C,)
Clearly, if (X, u,T) is (strongly) mixing then it is ergodic. One says that IT
is primitive iff there is a positive integer ¢ such that all the entries in II¢ are
positive. Clearly, if IT is primitive then it is irreducible. Show that (X, pu,T')
is (strongly) mixing iff II is primitive. Moreover, show that, in such a case:

Q= lim II"

n—00

From the relation just stated, it follows that, for any probability vector L:

lim LII" =P

n—oo

12° Let us compute the entropy of the markov system (X, u, T'). We make no
assumptions about A, P, and II other than those expressed in 1°. To connect
with the theory of entropy, let us introduce the following markov process,
based on (X, p):

y, [y, Fyy oo Fy, e



where:
Fy(z) :==xo (x € X)

and:
F.(z) :== Fo(T"(x)) (xe X, 0<n)

By the conventional definitions of entropy and of conditional entropy, we have:

7’](FQ><F1 XFQX XFn—l)
=n(Fo) + n(F1|Fo) + n(Fe|Fo x Fi) + -+ n(Fp_1|Fo x Fi X -+ x Fj,_9)

where n is any positive integer. However:

7’](F3|F0 X F1 X FQ)

a a a
==> > D ubr=jF=kF=0
j=1k=1¢=1
'ZG:M Fo=jF=kF,=(F= )logﬂ(FOZjaFl =k, [, ={F3=m)
F()—],Fl—k? Fg—e) /J/(FQ:j,Flzk,nge)

- PiTLIleIlem, ,  PjILip I Iles,)

= — PH]CHM J_J lOg]]
lekzuzl ’ 2 BTl BTl

a

=— Z-Pz Z Ipnlog e
/=1 m=1

In general:
a a
n(Fn—llFO X Fy XX Fn—2) = _ZPZ Z Hémlo‘gném
Hence:
N(Fy X Fy x Fy x -+ x Fp_1) =n(Fy) — (n— 1) ZP@ZH@mlogﬂgm
Now it is plain that:

1 a a
lim —n(Fy x Fy x Fy x -+ x Fyq) ==Y Pr > Tgmlog e,

n—oo n

which (by definition) is the entropy of the markov process.



