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A. Topics and Tools 

Investment expenditures play a key role in many theories of the business cycle, 
including Keynes’s theory. Macroeconomic theorists have agreed on a basic frame-
work that models the investment strategy of a profit-maximizing firm. However, em-
pirical evidence has failed to provide substantial support for this model, which has 
been a source of frustration for those involved in investment modeling. 

In this chapter, we will investigate some of the details of the investment process, 
including how firms raise the funds they use for investment, how models of the vari-
ous kinds of investment differ, and how financial markets affect investment expendi-
tures. 

The Romer text develops the model in the form known as the q theory of invest-
ment. This is based on a measure of the desirability of investment known as Tobin’s 
q. The q theory is easily reconciled with other approaches to investment, all of which 
lead to the same basic result. 

B. How Firms Invest 

What investment is and what it is not 
The term “investment” means something different to macroeconomists than it 

does to most of the rest of the world. For example, if you ask your banker about in-
vestment, she will probably start talking about stocks and mutual funds that she 
would like you to purchase, or new kinds of deposit accounts that her bank offers. To 
an economist, these purchases of financial assets are not investment. From an aggre-
gate point of view, financial assets do not represent real net wealth for the economy 
as a whole; instead, they reflect credit relationships within the economy. Financial 
assets such as loans and bank accounts represent contracts to pay interest and repay 
principal on borrowed money. Stocks represent partial ownership of a corporation, 
implying a right to vote on the governance of the corporation and to receive divi-
dends as determined by the directors that the shareholders elect. In either case, the 
financial asset of one individual in the economy is offset by a financial liability of 
another person or corporation. Thus, when we aggregate the wealth of all members 
of the economy, these assets and liabilities cancel out and financial assets disappear. 
Thus, if you “invest” in a financial asset, someone else is “disinvesting” at the same 
time, so aggregate, or social, capital does not rise. 

Macroeconomists reserve the term investment for transactions that increase the 
magnitude of real aggregate capital in the economy. This includes mainly the pur-
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chase (or production) of new real durable assets such as factories and machines.
1
 The 

category of investment that receives the most attention is business fixed investment, 
which is the purchase of new structures and equipment by business firms for produc-
tion purposes. However, there are two other categories, and they are also important.  

Inventory investment consists of increases in stocks of unsold goods or unused in-
put materials. This kind of investment is quite different from business fixed invest-
ment because inventory capital normally has a very short life span. When inventories 
decrease from one period to the next, as sometimes happens even at an aggregate 
level, inventory investment is negative. Another unique feature of inventory invest-
ment is that it often occurs unintentionally. Unsold products are counted as invento-
ry investment whether the firm bought them intending to build up its inventory or 
simply ended up selling less than it expected to sell. 

Residential investment consists of purchases of new housing units, whether by 
firms or households. As discussed in the consumption chapter, new home purchases 
by households are counted as investment, with a monthly rental flow of housing ser-
vices counted under consumption of services. Like inventory investment, residential 
investment tends to behave quite differently in some ways than business fixed in-
vestment.  

Three other categories of investment are worthy of mention, though none of 
them is categorized as investment in the U.S. National Income and Product Ac-
counts. One is investment in human capital. Education could easily be classified as 
investment, but the U.S. income accountants do not do so. A second is consumer 
purchases of durable goods. Refrigerators and automobiles have all the characteristics 
of capital and are so classified when purchased by firms, but in the United States they 
are classified under consumption rather than investment. Finally, government invest-
ment in roads, bridges, buildings, and other durable assets are classified as govern-
ment spending rather than investment in the United States. 

The theories discussed in Romer’s text apply mainly to business fixed invest-
ment. To supplement these theories, Section D below will present prominent theories 
of inventory and residential investment. These theories are also examined briefly in 
Mankiw’s text. 

Financing of investment 
 Where do/should firms get the funds with which to make investment expendi-
tures? The answers to this question are the subject matter of finance, which is one of 
the main disciplines taught in academic schools of business. There are three main 
sources of investment funds for firms: (1) internal funding using accumulated profits, 
                                                     
1
 Note that we exclude resale transactions involving existing assets for the same reason we 

exclude purely financial transactions—the “investment” by the buyer is exactly offset by the 
“disinvestment” of the seller. 
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(2) borrowing either from banks or through the issue of financial assets such as (long-
term) bonds or (short-term) commercial paper, and (3) issuing new shares of stock—

new “equity.”
2
 

Each of these funding methods imposes explicit and/or implicit costs on the 
firm. If the firm borrows in order to finance its investment, it pays an explicit interest 
cost. If it uses internal funds for investment, it is forgoing other uses of those funds. 
Had the firm not used the internal funds for new capital, it could have earned interest 

on the funds by lending them or purchasing financial assets.
3
 Thus, the implicit cost 

of each dollar of internally funded investment is (at least) the interest on forgone 
lending.  

In a “perfect capital market,” where all borrowers and lenders pay and receive a 
uniform interest rate, the explicit interest cost of loan-financed investment equals the 
implicit forgone-interest cost of self-financed investment, so the cost is the same 
whether the firm finances through borrowing or internally. 

Issuing new shares of stock creates costs for those who own existing shares. Since 
the new shares represent claims on the firm’s future profits, they dilute the claims of 
existing shareholders in direct proportion to the amount of new stock issued. If there 
are 1000 shares in the firm initially outstanding and the firm issues 1000 additional 
ones, then each existing share’s claim on profits is reduced by half, from 1/1000 to 
1/2000. If the expected profits of the firm fail to rise (as they should if the investment 
is a wise one), the price of each share will fall to half its original value. Thus, owners 
of the firm may incur a cost in terms of reduced market value of their shares and di-
lution of their share of future profits unless the proceeds of the stock issue are used in 
ways that raise profits commensurately. 
 There is a fundamental difference between financing investment through borrow-
ing and financing either with accumulated cash or by issuing new stock. Borrowing 
creates a legal obligation to repay (with interest) that is not present when investment is 
financed internally or with equity. Suppose that a firm’s investment does not pay off. 
If it has financed the investment with internal funds, then those funds are simply lost. 
If new stock was issued, then all stockholders will see a reduction in share values and 
perhaps a low or zero dividend yield. However, there is no legal obligation in either 
case. In contrast, a firm whose investment fizzles is still legally obligated to pay in-
terest and principal on any debt incurred. Failure to make the required payments re-
sults in bankruptcy of the firm. Thus, debt financing entails a bankruptcy risk that is 
not present with either internal or equity finance. 
                                                     
2
 There are also many hybrid financial instruments such as preferred stock, convertible bonds, 

and the like. We shall not concern ourselves with these. 
3
 Alternatively, accumulated profits that are used for investment could have been distributed 

directly to shareholders as dividends. The value of such dividends may also be part of the op-
portunity cost of investment. 
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 From the standpoint of the lender, credit transactions are very convenient. 
Whereas an owner of equity must be constantly vigilant about the company’s per-
formance and profits, a bond-holder need only worry if the firm’s performance dete-
riorates to the point that bankruptcy threatens. 

The decision about how much of the firm’s capital stock should be financed by 
borrowing vs. equity or cash is sometimes called the leverage or gearing decision. A 
firm is said to be “highly levered” or “highly geared” if it has a lot of debt relative to 
the amount of its equity. Recall that levers and gears are simple machines that allow 
a small amount of effort to move large objects. As the following example shows, high 
leverage allows the owners of a firm to make a small investment (in the financial 
sense) of their own money but to control a large volume of assets.  

Consider the gains or losses of the owners of two firms, LL (for low leverage) 
and HL (high leverage). Firm LL has no debt outstanding and finances all of its in-
vestment through accumulated earnings or by issuing new equity. Suppose that LL 
has $1000 of capital backed by 1000 outstanding shares and that it earns either $150 
or $50 in profit, depending on whether it has a good or bad year. Each share repre-
sents a claim on 1/1000 of that profit, so the owners of the LL stand to earn a profit 
of $0.15 or $0.05 on each share invested. If good and bad years happen with equal 
frequency, the expected return is $0.10 per share (a 10% return) and the range of out-

comes around the mean is ±$0.05. 
Now consider HL, which has $1000 in capital backed by 500 shares and $500 in 

borrowing at a 10% interest rate. The owners of the firm have now only put up $500 
of their own money, but they still control the entire $1000 worth of assets and have 
claim on the entire profit of the company (after interest is paid). The “lever” of debt-
finance gives them the same economic clout as the LL owners with half as much per-
sonal investment. The firm now pays $50 in interest each year, so profit is either $100 
or $0 depending on whether it has a good or bad year. Since each share represents a 
claim on 1/500 of total profit, the owners of HL will earn $0.20 per share in a good 
year and zero in a bad one. Although the mean return is still $0.10 (10%), the range 

has now doubled to ±$0.10. 
Thus, high leverage allows owners of the firms to increase the variation of their 

returns (and their potential profits or losses) for each dollar invested. Taking leverage 
to the extreme, consider firm RHL (for ridiculously high leverage) that has only 1 
share outstanding and $999 of debt. The owner of RHL has a total investment of $1 
in the firm, but controls $1000 of assets. RHL must pay $99.90 in interest each peri-
od, so it makes a profit is $50.10 in a good year and loses $49.90 in a bad year. The 

mean return is still $0.10, but the range is an astounding ±$50.00! 
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The Modigliani-Miller theorem 
You would expect that the leverage decision of a firm would affect the firm’s at-

tractiveness to potential buyers of its stock and to potential lenders and, in practice, 
investors often do pay attention to leverage ratios. However, in a perfect capital mar-
ket where everyone has full information about the probabilities of good and bad 
years and where everyone borrows and lends at the same interest rate, the value of 
the firm and the attractiveness of its equity turn out to be totally independent of how 
it is financed. 

Franco Modigliani and Merton Miller demonstrated this most remarkable result 

in a famous 1958 paper.
4
 The Modigliani-Miller theorem demonstrates that under 

conditions of perfect capital markets, the cost of investment to firms is the same re-
gardless of which of the three methods of finance it chooses. 

To understand the logic of the Modigliani-Miller theorem, we return to our ex-
ample firms from above. Suppose that you have $100 to invest and are considering 
whether to buy shares in LL or in HL. At first glance, an investment in HL appears 
much riskier. However, this risk is fully “diversifiable;” you can “unwind” the high 
leverage of HL by combining your investment in HL with a simultaneous purchase 
of bonds, whose return does not depend on HL’s profit. Suppose that you invest the 
entire $100 in 100 shares of LL.  This earns you $15 in dividends in a good year and 

$5 in dividends in a bad one.
5
 Alternatively, you could invest $50 in 50 shares of HL 

and $50 in bonds paying 10% interest (perhaps even the same bonds issued by HL!). 
The bonds pay you $5 every year, while the shares in HL pay $10 in a good year and 
nothing in a bad one. Thus, you get $15 in a good year and $5 in a bad year, which is 
the same return in both good and bad years that you got from investing $100 in LL 
shares.  

This example shows that individual investors can choose the riskiness of their 
portfolios independently of the financial decisions of the firms. A low-risk portfolio 
can either consist of lots of low-risk shares or of a few high-risk shares balanced by 
bonds. Further, high leverage increases both the supply of bonds (because firms are 
borrowing more) and the demand for bonds (when investors want more bonds to 
balance off the high-risk equities), hence there will be no effect on market interest 
rates. 

The Modigliani-Miller theorem shows that under ideal conditions the decision 
about how much to invest is independent of the decision about how to finance that 
investment, since the value of the firm is the same regardless of whether the firm is-

                                                     
4
 See Modigliani and Miller (1958). These two economists were awarded the Nobel Prize in 

economics for this (and other) work in 1985 and 1990, respectively. 
5
 We are assuming that the firms pay out all profits in dividends. Modigliani and Miller 

(1961) showed that the firm’s dividend policy does not affect our fundamental result. 
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sues bonds (becoming highly levered) or uses accumulated profit or the proceeds 
from issuing new equity. This independence allows macroeconomists to focus only 
on the firm’s investment decision, leaving analysis of the decision about how to raise 
the required funds to specialists in finance. 

Of course the assumptions underlying the Modigliani-Miller theorem, like those 
of most macroeconomic theories, are unlikely to be completely fulfilled. The world is 
full of information asymmetries and other capital-market imperfections that lead to 
some important exceptions to the Modigliani-Miller result. 

Sources of finance and credit availability effects 
One important exception to Modigliani-Miller results from differences between 

the financing options of small and large firms. While information about the prospec-
tive profit outcomes (and, therefore, about the creditworthiness) of large firms is like-
ly to be widely known, outsiders may know little about smaller firms in the econo-
my. Everyone knows Microsoft’s reputation and many analysts and investment advi-
sors track Microsoft’s performance on a week-to-week basis. However, it would be 
difficult for a potential investor to get similar information about a tiny startup com-
pany. Since investors will not usually invest in firms they know nothing about, small 
companies must often rely on borrowing from banks or attracting investment from 
specialized “venture capitalists” rather than raising investment funds by selling bonds 
or shares directly to the public.  

Banks are less reluctant than the general public to lend to small firms for several 
reasons. First, banks may have access to detailed information about these firms’ 
transactions through records of their checking accounts and of other financial trans-
actions in which the bank has participated. These records allow banks to verify in-
formation that the firms provide about their financial performance. Second, many 
banks have departments that specialize in small-business lending, so they have pro-
fessional loan officers who have extensive experience in evaluating small firms’ fi-
nancial prospects. Finally, banks are large institutions that have large amounts of 
(their depositors’) money to lend. By lending to a large number of relatively small 
firms, they are able to diversify their risk more effectively than most individual inves-
tors can. 

If small firms are dependent on the banking system for credit, then they may be 
especially sensitive to conditions in the banking sector. It is widely believed that a 
tightening of monetary policy by the central bank (the Federal Reserve System in the 
United States) causes commercial banks to reduce the volume of their lending. While 
interest rates for large firms typically go up somewhat as a result of monetary tighten-
ing, these firms usually still have access to funds through financial markets. Small 
firms however may find their financial tap dried up completely due to a so-called 
credit crunch in the banking system.  
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As we shall study later, the banking system is quite sensitive to the availability of 
reserves that are supplied by the central bank. When the central bank contracts the 
supply of reserves relative to the demand for them, banks must reduce lending below 
the level they would otherwise choose. When this happens, banks typically respond 
with some combination of (1) raising interest rates on loans and (2) reducing credit 

lines and refusing to lend to marginal customers.
6
 

Thus, small firms may be more sensitive to changes in credit conditions than 
large firms. This asymmetry lies at the heart of a debate about whether there is a 
“credit channel” of influence of monetary policy on the economy. Proponents of the 
credit channel have found some evidence that tight credit affects investment by small 

firms more than that of large firms.
7
 

C. Investment and the Business Cycle 

Economists have long recognized that investment tends to be the most volatile of 
the components of expenditure over the business cycle. Of course, strong correlations 
between investment and output only mean that the two variables tend to move to-
gether; they do not allow us to determine the direction(s) of causality. For that, we 
need the framework of economic theory with which to interpret the data. Some 
economists have inferred from the high volatility of investment that fluctuations in 
investment demand are a major cause of business cycles. Others have argued that the 
wide variation in investment over the cycle reflects consumption smoothing: invest-
ment gets squeezed out as households attempt to maintain their consumption ex-
penditures at a high level during recessions. 

Keynes and the business cycle  
A satisfactory theory of the business cycle was a pressing need in the 1930s, 

when the Great Depression inflicted widespread economic suffering on Europe and 
America. John Maynard Keynes attempted to fill that need with The General Theory 

                                                     
6
 In a perfectly competitive market, we would expect this rationing of credit to be done entire-

ly by raising interest rates (the price of credit) to a level that would equate supply and de-
mand. However, credit markets are plagued by an information problem known as adverse 
selection, which implies that increasing the interest rate on loans will mean that relatively safe 
borrowers will stop borrowing but very risky borrowers (who are likely to default anyway) 
will be attracted. Thus, if banks raised interest rates enough to reduce demand to equality 
with supply, they would probably end up with a substantially riskier pool of borrowers and a 
higher default rate. 
7
 A survey article on the credit-channel literature is Bernanke and Gertler (1995). 
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of Employment, Interest and Money, which he wrote in 1935. Although the ambiguities 
in The General Theory have proved sufficient to sustain a huge literature attempting to 
interpret Keynes, one of the points on which most scholars agree is that Keynes be-
lieved that fluctuations in investment were the primary source of cyclical fluctua-
tions. 

Keynes began by rejecting the classical assumption that the economy automati-
cally reverts to full employment quickly and reliably. Under conditions where mar-
kets do not clear, he argued, a shortage of aggregate demand may prevent the econ-
omy from producing at full capacity. Since investment is the component of aggregate 
demand that falls most strongly in business-cycle downturns, it was a natural candi-
date for Keynes in his search for the causes of these declines in demand. 

The underlying principles of Keynes’s theory of investment do not differ much 
from the theories that we study today. He used somewhat different terminology and 
ignored some of the subtleties that subsequent theoretical work has filled in, but his 
basic framework was similar both to that of classical economists and to the frame-
work we use today. This theory asserts that investment is the result of firms balanc-
ing the expected return on new capital—we call it the marginal product of capital; he 
called the marginal efficiency of capital—with the cost of capital, which depends 
primarily on the real interest rate.  

However, Keynes and classical economists emphasized different kinds of fluctua-
tions within this similar framework. Classical (and often modern) economists usually 
emphasized the effect that changes in real interest rates have on investment. This ef-
fect occurs as firms move up and down on their downward-sloping investment-
demand curves. Keynes believed that the large fluctuations in investment were due to 
shifts in the investment-demand curve itself rather than to movements along the 
curve.  

According to Keynes, the investment-demand curve is volatile because it depends 
on firms’ expectations of the profitability of investment. Keynes thought that the “an-
imal spirits” of investors tended to fluctuate wildly in waves of optimism and pessi-
mism. He viewed the business cycle as a sequence of contagious spells of over-
optimism and over-pessimism. During an economic boom, businesspeople project 
the rapid expansion of the economy (and of the demand for their products) to con-
tinue. They respond to these favorable projections of future demand by increasing 
their production capacity through high levels of investment in new capital. This high 
spending then fuels the expansion, raising demand for the products of other firms 
and encouraging their optimism. (Recall that output is determined by aggregate de-
mand in Keynes’s system.) 

Because these optimistic expectations eventually run ahead of the economy’s 
ability to sustain the expansion, disappointment is inevitable. When the economy 
begins to turn downward, many firms find that they have substantial excess capacity, 
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both because demand is now falling and because their high rates of investment have 
left them with the capacity to produce an unrealistically high volume of output. 
Firms faced with this excess capacity stop investing, which lowers aggregate demand 
and accentuates the downward pressure on the economy. As demand and output 
decline, firms become even more pessimistic, keeping investment near zero during 
the contraction phase of the cycle.  

The cycle eventually starts back upward when firms in some industries find their 
capital stocks depreciated to the extent that they need to buy some new capital goods 
to sustain their (low) current levels of production. This initial trickle of investment 
starts aggregate demand on the road to recovery. Optimism gradually begins to re-

place pessimism, and the expansion phase of the next cycle begins.
8
 

The accelerator theory of investment 
Among the earliest empirical investment models was the acceleration principle, 

or accelerator.
9
 In modern textbooks, the accelerator model survives as a theory of 

inventory investment, as discussed on page 481 of Mankiw’s text. The accelerator is 
a simple model that incorporates the kind of feedback from current output to invest-
ment that Keynes saw occurring through the effect of current output on investors’ 
expectations. 

The accelerator model begins with an assumption that firms’ desired capital-

output ratio is roughly constant.
10

 This implies that the desired capital stock for any 

period t is proportional to the level of output in t, *
tK = σYt, where σ (the lower-case 

Greek letter sigma) is the desired capital-output ratio. Suppose that firms invest in 
period t in order to bring their capital stocks to the desired level Kt + 1* in period t + 1. 

Then, if depreciation is zero for simplicity, *
1t t tI K K+= − . But since *

t tK K= , that 

means that It = σ (Yt + 1 − Yt). Thus, the simplest accelerator model predicts that in-

vestment is proportional to the increase in output in the coming period.  
Firms, of course, do not observe future output with certainty, so the Yt + 1 term 

must be interpreted as an expectation. The dependence of investment on expecta-
tions is both realistic and central to Keynes’s ideas. However, since we cannot ob-
serve expectations of firms about future output, this feature of the accelerator model 
posed problems for those who wished to implement it. The most common way of 
resolving this difficulty was to assume that firms expect the change in output in the 

                                                     
8
 A relatively lucid interpretation of Keynes’s business cycle theory is presented in Hicks 

(1950). 
9
 The origins of the principle go back at least to Carver (1903). The name “acceleration prin-

ciple” seems to have been coined by Clark (1917). 
10

 Since we are focused on short-run business-cycle fluctuations here, it is reasonable to ignore 
changes in K/Y that may be associated with long-run advances in technology. 
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coming period to be equal to the change in the current period. In mathematical 

terms, they assume that Et (Yt + 1 − Yt ) = Yt − Yt − 1. While modern theorists who are 

accustomed to using rational expectations will find fault with this myopic theory of 
expectations, it reflects quite reasonably what Keynes thought was happening in the 
1930s—that firms observed a rise or decline in output and extrapolated that change 
into the future in determining their investment spending. 

Since the capital-output ratio in most economies is larger than one (often three or 
more in advanced economies), moderate expected changes in output are capable of 
triggering relatively large changes in investment in the accelerator model. This is one 
of the reasons that this theory gained great popularity after the Great Depression as a 
model of investment. 

The multiplier-accelerator model 
The accelerator model can be combined with Keynes’s theory of the consump-

tion multiplier to produce a simple model of cyclical behavior. The multiplier, which 
Keynes actually borrowed from R.F. Kahn, was among the clearest concepts in The 
General Theory. Assuming that output is determined by aggregate demand, which in-
cludes consumption and investment, the multiplier shows that changes in consump-
tion will amplify the effect of any change in investment on total output and income. 

Suppose that investment increases for some exogenous reason. This will raise ag-
gregate spending and cause output to rise. Since output equals income in the econo-
my, aggregate income rises as the producers of the new investment goods enjoy 
higher sales and incomes. According to Keynes’s fundamental psychological law, 
these people will spend part but not all of the increase in their incomes. This leads to 
a secondary (but smaller) increase in aggregate demand, which raises the incomes of 
those who produce the products that the first wave of new consumers buys. As their 
incomes go up, they will in turn increase consumption spending, but by less than 
their incomes rose. Thus, an increase in investment sets off a never-ending sequence 
of ever-smaller increases in consumption demand that augment or “multiply” the 
effect of investment on income. By simple algebra, the sum of these effects, or the 

Keynesian multiplier, can be shown to converge in the limit to 1/(1 − MPC). Keynes-

ian economists generally reckoned the MPC to be well in excess of one-half, so the 

multiplier was thought to more than double the effect of investment on output.
11

 
When the multiplier is combined with the accelerator, the resulting model is ca-

pable of interesting dynamics. This is particularly true if either the consumption func-

                                                     
11

 As a reality check, it is important to remember that the multiplier only works with this de-
gree of simplicity in a world in which rises in aggregate demand cause producers to raise out-
put one-for-one in response, i.e., when the aggregate-supply curve is horizontal. To the extent 
that producers raise prices rather than producing more (or if the increase in demand causes a 
rise in interest rates), much or all of the multiplier effect may be neutralized.  
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tion or the investment function has a lagged response to changes in income.
12

 Sup-
pose that both consumption and investment have a one-period lag in their response 

to income changes, so that Ct = (1 − s)Yt − 1 and It = σ(Yt − 1 − Yt − 2). We close the mod-

el by assuming that Yt = Ct  + It , which reflects both the fact that we are ignoring the 
other components of aggregate demand (government spending and net exports) and 
the Keynesian assumption that output is determined by demand. In this model, it is 
often assumed that Y, C, and I represent the deviation of the respective variables 
from their trend growth paths rather than the total levels of the variables themselves. 
We will adopt that interpretation here. 

To examine the dynamic behavior of real output, we can substitute for C and I to 

get Yt = (1 − s + σ)Yt − 1 − σYt − 2. This expresses the cyclical component of real output 

as a second-order difference equation. The dynamic behavior of Y depends on the 

parameters s and σ. There are four possible cases. Case I: If 2(1 ) ,sσ < −  then the 

value of Y declines steadily over time. If Y is interpreted as the deviation of output 
from its trend, then Case I implies that output will return smoothly to its trend 

growth path. Case II: If 2(1 ) 1,s− < σ <  then the system will return to its trend path, 

but not monotonically. Instead, it will overshoot the trend path, turn itself around, 
and then overshoot again. The pattern of convergence will be as a damped sine 

wave, oscillating first above then below the growth path. As long as σ < 1, the oscil-
lations will become gradually smaller and eventually damp out. Case III: If 

21 (1 ) ,s< σ < +  then the system will again oscillate, but the oscillations will grow 

ever larger with time instead of gradually damping out. Case IV: If 2(1 ) ,sσ > +  

then output explodes monotonically away from its trend path. 
Case II appears to hold some promise as an explanation for why an economy 

might have business cycles. Cases III and IV predict that the economy will explode 
away from its trend growth path. The explosive cases seem unrealistic, though Hicks 
built a theory of business cycles around an explosive multiplier-accelerator model 
coupled with floor and ceiling constraints that bounded output in a range around the 

growth path.
13

 

                                                     
12

 The original mathematical analysis of the multiplier-accelerator model was Samuelson 
(1939). Samuelson was a true pioneer of the use of mathematics in economic analysis. His 
Foundations of Economic Analysis, originally published in 1947, was the first detailed statement 
of economic theory in mathematical terms. Samuelson’s famous Economics text dominated 
the market for decades. He won the Nobel Prize for economic science in 1970, the second 
year in which the prize was awarded. The presentation of the multiplier-accelerator model 
used here is based on Chapter 17 of Allen (1968). 
13

 See Hicks (1950). Hicks argued that capacity constraints would prevent the economy from 
moving too far above its growth path and that the nonnegativity constraint on gross invest-
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The multiplier-accelerator model is no longer used much as a theory of business 
cycles, though the accelerator occasionally crops up in analyses of particular regions 
or industries. There are several reasons for this. The first is that macroeconomists 
have become very skeptical of the aggregate-demand-based theory of output deter-
mination embodied in the model. As you know, modern approaches to business cy-
cles emphasize the joint determination of output by demand and supply factors, with 
interest rates and prices playing an important role. 

Moreover, the great variation in lengths and severity of business cycles over time 
and across countries argues against an “endogenous” explanation of the cycle such 
as that provided by the multiplier-accelerator model. In such a model, each business 
cycle should be the same length and, depending on the formulation, perhaps of the 
same magnitude as well. Modern macroeconomic theory usually assumes that the 
business cycle results from repeated random disturbances to the economy by positive 
or negative shocks, together with a stable convergence mechanism such as that of 
Case I (or possibly Case II) above. Depending on the timing and magnitude of 
shocks, it is possible to have both short and long business cycles and both severe and 
mild ones in such a model. 

D. Understanding Romer’s Chapter 9 

Because investment is essentially a dynamic problem, Romer’s Chapter 9 uses 
some sophisticated methods of dynamic modeling. Although Romer presents these 
methods in a fairly understandable form, some additional intuitive interpretation 
may facilitate your understanding. This section attempts to provide that interpreta-
tion. 

The firm’s profit function 
Romer throws us a curve on the first page of Chapter 9 by using a highly abstract 

functional representation of the firm’s profit function. First, think carefully about 

what Romer means by the function π(K, X1, X2, ..., Xn). Profits are equal to  

π(K, X1, X2, ..., Xn) − rK K,  

where rK is the nominal rental price the firm pays to use one unit of capital. Thus, the 

π function must measure profit before subtracting out the cost of capital. To have a 
convenient title, we shall call this “operating profit.”  

                                                                                                                                              
ment would prevent it from moving too far below it. When the economy hit the floor and 
ceiling that bound the growth path, it would be sent back toward the path. 
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What would the operating profit function of a typical firm look like? Think about 
the simplest possible case: a competitive firm that produces using only capital and 
labor. Such a firm has revenue equal to PQ, where P is the competitive market price 
of its product and Q is the amount it produces. The firm’s production is constrained 
by its production function, so Q = F(K, L). In addition to capital costs, the firm incurs 
labor costs equal to wL, where w is the market wage. Thus, the firm’s profit exclud-

ing capital cost (operating profit, as we are calling it) is P⋅F(K, L) − wL = π(K, P, w). 

For the competitive firm, the Xs in Romer’s profit function are P and w, the prices of 

output and of the other input, labor.
14

  
For a firm with monopoly power, P is not exogenous to the firm but instead is af-

fected by the amount of output the firm wants to sell. For such a firm, P would be 

replaced in the list of Xs in the π function by the determinants of the position of de-

mand curve for the firm’s product, such as consumer incomes and the prices of sub-
stitutes and complements. 

Maximization of profit involves setting the derivative of π(K, X1, X2, ..., Xn) − rKK 

with respect to the amount of capital input equal to zero. Romer’s equation (9.1) fol-

lows from setting ∂π/∂K = 0. For the competitive firm we discussed above,  

 πK(K, X1, X2, ..., Xn) = ∂[PF(K, L) − wL]/∂K = PFK(K, L).  

 
Thus, equation (9.1) implies PFK(K, L) = rK. This equation is nothing more than the 
standard profit-maximization condition: marginal revenue product equals marginal 
factor cost. It can be rewritten as FK(K, L) = rK /P, which says that a competitive firm 
maximizes profit where the marginal product of capital equals the real rental rate on 
capital. We can draw the left-hand side as a decreasing function of K since the mar-
ginal product of capital is assumed to decrease as more capital is employed (given the 
level of labor). This means that the MPK curve can be interpreted as the real demand 
curve for capital, with the firm renting capital up to the level where the marginal 
product equals the real rental price. 

User cost of capital 
Firms usually own most of the capital that they use rather than renting it. We can 

still think of the cost of capital services as a rental price, but we must figure out what 
a profit-maximizing owner of capital would charge (herself) for using one year’s 

                                                     
14

 Notice that L is not included. The amount of labor is a choice variable for the firm at every 
moment in time; only variables in the environment that are exogenous to the firm are put into 

the π function. For a given production function we would eliminate L from the profit function 
by calculating a profit-maximizing labor demand function L*(w, P) and substituting in for L in 

the expression above so that π(K, P, w) = P⋅F [K, L*(w, P)] – w L*(w, P). 
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worth of capital services. This price is what we call the user cost of capital, which is 
(in equilibrium) equal to the rental price of capital. 

Dale Jorgenson developed the theory of the user cost of capital in the 1960s.
15

 
Consider the long-run problem of a firm that produces output in continuous time ac-
cording to the production function Q(t) = F(K(t), L(t)). It sells its output at price P(t) 
and pays w(t) for labor at time t. The firm buys new capital goods (invests) at rate 

( )K t  and pays pK(t) for each unit of capital. Capital is assumed to depreciate at a 

constant rate δ. 
The present value of this firm’s (infinitely long) lifetime flow of profits is 

[ ]( )
0

(0) ( ) ( )), ( ) ( ) ( ) ( ) ( ) .rt
KV e P t F K t L t w t L t p t K t dt

∞ −= − −∫   (1) 

The expression in large parentheses is the firm’s net cash flow at time t, which is the 
difference between its revenues and its current expenditures for labor and new capital 

goods.
16

 The firm’s objective is to choose paths for K(t) and L(t) in order to maximize 
V(0), given the paths of w and P. Since equation (1) contains both the level and the 
change in K, the maximization problem must be done using the calculus of varia-
tions, which is a technique you do not need to learn yet. 

Jorgenson was able to demonstrate that a firm that maximizes the present value 
of its net cash flow V(0) chooses exactly the same path for K and L as a firm that 
maximizes moment-by-moment the level of profit at each moment in time, provided 
that the price attached to capital services is the “user cost of capital.” In other words, 
a firm that maximizes the present value of its long-run net cash flow would set MPK 
= rK(t)/P(t) at each moment in time, where rK(t) is given by Romer’s equation (9.4). 
Note that this is the same condition that we derived earlier for a firm that rents its 
capital. It is reassuring that a firm that owns its capital would choose the same 
amount of capital as one that rents from someone else in a competitive market. 

Intuitively, the expression for the user cost of capital tells us that the implicit rent 
that the firm charges itself for using its own capital must include compensation for 
three cost components. The firm must compensate itself for (1) the interest it could 

earn if it sold the capital and bought bonds with the proceeds, (2) the fraction δ of the 
capital that wears out during the period, and (3) any decrease in the market price of 

                                                     
15

 Jorgenson is a distinguished ex-Reedie who now teaches at Harvard. The development of 
the user cost of capital was among his first major contributions to economic research. 
16

 Note that we use the term net cash flow rather than profits. The bracketed expression de-
ducts “outlays” at time t on new capital goods rather than the “cost” of the services of the 
capital goods that are used in producing time t output. We reserve the term “profit” to refer to 
revenue less the latter concept of cost and use net cash flow to denote the difference between 
time t revenues and actual cash outlays. 
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capital that occurs during the period. A decline in the price of capital goods means 
that the potential resale value of the capital is falling, which makes using capital 
more costly. If capital-good prices are rising, this cost component is negative and re-
duces the user cost of capital. 

Adjustment-cost model 
Jorgenson’s dynamic model of investment describes the optimal investment be-

havior of a firm that operates in an environment where it can adjust its capital stock 
up or down very quickly in order to stay on its optimal path. This is not a problem as 

long as the desired capital path is smooth, so that the level of investment ( )K t  does 

not become too large in either a positive or negative direction. However, if there 

were a sudden leap in ( )Kr t , perhaps due to a sudden change in the interest rate, 

then the firm would want to change its capital stock by some finite amount instantly 
in order to raise or lower the MPK. A discrete increase in K(t) implies an infinite rate 

of investment at the moment of the change, ( ) .K t = ∞

17
 

An infinite rate of investment is obviously implausible, so how can we revise our 
model in order to preclude such behavior? We do this by introducing costs of rapid 
adjustment of the capital stock. The more quickly the firm adjusts its capital stock 
(i.e., the higher the rate of investment) the higher the cost it is assumed to incur. We 

represent adjustment costs mathematically as ( )C I t    , with [ ]0 0C = , [ ]0 0C ′ = , 

and [ ] 0C I′′ > . The easiest way to think of the adjustment-cost function (and the 

form of the function that we most often use) is as a parabola opening upward from its 

vertex at the origin.
18

 The firm incurs positive adjustment costs when it changes its 
capital stock either upward or downward, and those costs rise at an increasing rate as 

the amount of net investment gets further from zero.
19

 

                                                     
17

 Think about the time path of K(t). The rate of investment is equal to the slope of the time 
path with respect to time. If K(t) jumps upward at moment t0, then the slope of the time path 

is vertical at t0. Since the slope of a vertical line is infinite, this implies that 0( ) .K t = ∞  
18

 This form of the adjustment-cost function has strong implications for the behavior of in-
vestment that are not fully consistent with observed behavior. The strict convexity of the ad-
justment-cost function implies that firms always incur lower adjustment costs if they spread 
an investment project over more years. If this were the case, then we would expect to see con-
tinuous, gradual investment by firms rather than large, discrete factory additions. Since most 
investment in structures is “lumpy” it may be more appropriate to recognize the presence of 
fixed adjustment costs in addition to the variable costs modeled here. This is discussed in 
Romer’s Section 9.8 and in the empirical discussion below. 
19

 We have assumed that the depreciation rate is zero. Relaxing that assumption makes the 
adjustment-cost function a little awkward. With positive depreciation, the cost function we 
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The form of the profit function that Romer describes on page 409 may require 
some clarification. He posits a model with N identical firms. Each firm has a real op-

erating profit function given by π[K(t)] κ(t), where κ(t) is the firm’s capital stock and 

K(t) = N κ(t) is the aggregate industry-wide capital stock. The π function represents 

the profit the firm earns per unit of its capital. This is not the same π function that 

Romer used earlier in the chapter. The assumption of constant returns to scale im-

plies that the firm’s real profit can be represented in this multiplicative manner. The π 
function is downward-sloping because the industry faces a downward-sloping de-
mand curve, so that as the industry’s capital stock and output increase, profit per unit 

of output decreases. The function π[K(t)]κ(t) gives the firm’s real operating costs as a 

function of its own capital stock and the aggregate industry stock. 
Romer’s equation (9.6) is directly analogous to our equation (1) with four differ-

ences. First, Romer has π[K(t)]κ(t) in place of revenue less labor costs. Second, ad-

justment costs are included. Third, the expression is in real rather than nominal 
terms, meaning that we do not need the price of capital in front of the investment 

variable (and that the π[K(t)]κ(t) function must implicitly express revenue less labor 

costs in real rather than nominal terms). Finally, Romer has not substituted for the I(t
) variable as ( )tκ  in the integral expression, so the maximization has to be done in-

voking the constraint rather than unconstrained. 
You need not worry about the mathematics of maximizing (9.6). Romer does it 

first in discrete time, then in continuous time. In discrete time, the maximization is 
done by the method of Lagrange multipliers; in continuous time it is done as a con-
tinuous-time Hamiltonian. This is essentially the same method that we used to max-
imize utility in the Ramsey growth model. The key variable that comes out of this 
maximization problem is the Lagrange multiplier (in discrete time) or costate variable 
(in continuous time) q(t). You may recall from our introduction of the method of La-
grange multipliers (in Chapter 3) that the value of the multiplier can be interpreted as 
the marginal gain from releasing the constraint by one unit. In the present case, the 
constraint is that capital growth is accomplished only through (costly) investment. 
Thus, the marginal gain from releasing the constraint is the increase in profit that 
would occur if the firm could obtain one additional unit of capital without incurring 
investment or adjustment costs. 

Tobin’s q 
James Tobin, another Nobel-prize winner, formulated an investment theory 

based on financial markets. Tobin argued that firms’ investment level should depend 
on the ratio of the present value of installed capital to the replacement cost of capital. 

                                                                                                                                              
have assumed implies that zero adjustment costs occur where the firm exactly replaces its 
depreciating capital. 
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This ratio is Tobin’s q. The q theory of investment argues that firms will want to in-
crease their capital when q > 1 and decrease their capital stock when q < 1. If q > 1, a 
firm can buy one dollar’s worth of capital (at replacement cost) and earn profits that 
have present value in excess of one dollar. Under those conditions, firms increase 
profits by investing in more capital, so we expect investment to be high. If q < 1, then 
the present value of the profits earned by installing new capital are less than the cost 
of the capital, so more investment lowers profit. We expect investment to be near 
zero if q < 1. When q < 1, someone seeking to enter a particular industry can acquire 
the necessary capital assets more cheaply by buying an existing firm than by building 
a new one with new capital. This is true because the value of installed capital (i.e., 
the cost of buying an existing firm) is less than the replacement cost (the cost of 
building a new firm). 

Romer’s analysis shows that Tobin’s q is exactly the costate variable (or La-
grange multiplier) q. The key to understanding the connection between the costate 
variable and Tobin’s market interpretation of q is Romer’s equation (9.24). This 
equation shows that  q(t) is equal to the present value (as of time t) of the stream of 
real profits per unit of capital that will be earned from time t into the infinite future. 
Since a prospective buyer of a share in a firm has a claim on this stream of profits, 
she will be willing to pay exactly this present value of the stream for each unit of cap-
ital she implicitly buys when she buys shares in the firm. Because we are normalizing 
the real cost of new capital at one, q will thus equal the ratio of the market value of a 

firm’s stock (qκ) to the replacement cost of its capital (κ). If q > 1, then firms can sell 

a share of new stock for more than a dollar, buy a dollar’s worth of capital, and 
pocket the difference as profit. Hence investment will be high when q > 1. 

When we solve the model for the optimal rate of investment, it turns out to be an 

increasing function of q, ( ) ( ( )),K t f q t= with f ′ > 1 and f (1) = 0. If the adjustment 

cost function is quadratic, as we suggested earlier, then the f function is linear and 
investment is a linear function of q. 

Average and marginal q 
 The costate variable q(t) measures the value to the firm of a marginal unit of capi-
tal relative to its replacement cost. In the real world, it is very difficult to get data on 
marginal q, but somewhat easier to estimate average q. The reason that average q is 
easier to measure is that it can be approximated by comparing the market value of 
the firm’s outstanding stock and debt with the estimated replacement cost of its capi-
tal stock. The former is easy, the latter somewhat more difficult, but if you measure q 
in this way you get a q based on average revenue and cost rather than the more useful 
marginal q. Because of these measurement problems, most empirical work using q 
has been based on average rather than marginal q. 
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Dynamic analysis 
On pages 415 through 419, Romer develops a phase-diagram analysis of the joint 

evolution of the capital stock and q over time. The method should be familiar from 
our analysis of the Ramsey growth model. There are two variables, K and q, both of 
which have changes (time derivatives) that depend on the level of one or both varia-
bles. One variable (K) is a true state variable in that it cannot jump instantaneously. 
The other (q) is a “control” variable that can change instantaneously. The equilibri-
um is a saddle point. The control variable q jumps at any instant to the value given 
by the saddle path at the current value of K. The economy then converges down or 
up along the saddle path to a steady state in which neither q nor K is changing. 

Suppose that everything else in the economy remains constant, but that the capi-
tal stock is for some reason below its optimal level. This means that in the initial 
equilibrium q > 1, and the capital stock will expand along the saddle path. As the 
capital stock expands, q retreats toward one, eventually converging to a steady-state 
equilibrium with the capital stock at its optimal level and q = 1. 

After developing the basic convergence properties of the model, Romer then ana-
lyzes three examples. First he shows that an increase in output demand will cause the 

0q =  curve to shift to the right. The value of q initially jumps upward to the saddle 

path, stimulating positive investment and an increase in the capital stock as the 
economy converges down the saddle path. In the second example, an increase in the 
interest rate lowers q and reduces the equilibrium capital stock in the long run. The 
final example shows that an investment tax credit increases the profitability of capital 
and raises the long-run capital stock.  

Note that all of these effects will be different depending on whether the exoge-
nous change is permanent or temporary. A permanent change results in an immedi-
ate leap to the new saddle path followed by convergence along the path. A temporary 
change will not put the economy on the saddle path because the exogenous variables 
are known to be changing in the future. (The saddle path describes the convergence 
of the system when the future values of exogenous variables are stable.) Instead, the 
economy jumps to an unstable saddle path that leads back to the original path at the 
moment that the policy reverts to its original state. Once the temporary change is re-
versed, the economy must be on the saddle path associated with the original (and 
ultimate) equilibrium and converges, since no future changes in exogenous variables 
are expected. 
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E. Empirical Studies of Investment 

 The empirical analysis of aggregate investment spending has been one of the 
great frustrations of postwar macroeconomics. Unlike most of the other behavioral 
functions of the basic Keynesian system, the investment function has not fit the ag-

gregate data for most countries well.
20

 
 All theories based on profit maximization predict that the flow of investment ex-
penditures should be sensitive to the cost of capital. Sometimes this sensitivity is 
modeled through q, sometimes through the user cost of capital, but in either case, 
interest rates and tax rates should affect investment. However, the correlation be-
tween aggregate investment and real interest rates is extremely low in most samples 
and is sometimes positive rather than negative. Despite the creative use of lagged 
effects and refined measures of q and the user cost of capital, no consistently reason-
able aggregate empirical specification has emerged. 
 This lack of empirical support is all the more frustrating because of the over-
whelming consensus that the basic theoretical approach based on q or on the user 
cost of capital is correct. Of course failing to find a significant relationship in aggre-
gate data does not necessarily imply that the theory is wrong. Measurement error, 
biases associated with reverse causality, and the effects of omitted variables—those 
ubiquitous nemeses of econometric analysis—may prevent our econometric tests 
from finding the true underlying relationship among the variables. 
 One possible explanation for the apparent failure of aggregate investment de-
mand equations is that we do not have good measures of the variables that shift the 
demand curve. The fundamental factor through which costs affect investment de-
mand is the expected profitability of increments to the capital stock, which depends 
mainly on the marginal product of capital and the firm’s expectation of the future 
demand for its product. Only the crudest proxies for these latter variables can be ob-
served, so the effects of demand shifts are usually not well represented in the econo-
metric specification. If, as is plausible, the largest changes in investment result from 
shifts in these unobserved variables rather than from changes in the cost of capital, 
then it is not surprising that the observed empirical relationship between investment 
and the cost of capital is weak. 
 In contrast, the empirical link between aggregate investment and corporate cash-
flow measures seems to be quite strong. Firms invest more when they are earning 
lots of money, almost regardless of the opportunity cost. Is this because cash flow 
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 This section of the chapter relies heavily on work done jointly with Malcolm Spittler under 
the sponsorship of a Goldhammer Summer Collaborative Research Grant during the summer 
of 2002. 
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proxies for variables such as demand expectations that shift the expected marginal 
revenue product of capital? Is it because capital-market imperfections overturn the 
assumptions of the Modigliani-Miller theorem and give firms a strong bias toward 
internally financed investment? Or is it because the whole theoretical framework is 
wrong and firms follow some other theory, such as a mechanical rule-of-thumb rela-
tionship between profits and investment? 
 The following sections survey the empirical literature on investment models, in-
cluding traditional neoclassical approaches, several variants of the q model, and 
modern approaches that incorporate uncertainty, irreversibility, and nonconvexity. 

Empirical evidence on the acceleration principle 
 The accelerator model was introduced in an earlier section. Recall that this mod-
el is derived from an extremely simple assumption about the firm’s desired amount 
of capital: it assumes that the firm desires a fixed capital/output ratio. If we denote 

this ratio by σ, then the optimal level of capital input is 

 * ,K Y= σ  (2) 

where Y is the level of output. Assuming that the firm adjusts its capital stock to the 
desired level immediately (in the current period, not with a one-period lag is in the 

model discussed above), then its net investment will be
21

 

 ( ) ( )* *
1 1 .n

t t t t t tI K K Y Y Y− −= − = σ − ≡ σ∆  (3) 

 The variables of this equation are all easily observed from flow national income 
account data (no measure of the capital stock is required), so equation (3) can be es-
timated by simple regression techniques. (If a measure of the capital stock is availa-

ble, then no regression is necessary, since σ in equation (2) can be estimated as the 
ratio of the capital stock to output.)  
 Tinbergen (1938) notes that strict interpretation of (2) with complete adjustment 
implies that 

 
1 1

,t t

t t

K Y
K Y− −

=  

Thus, the elasticity of the proportional change in the capital stock with respect to the 
proportional change in output should be exactly one. 
 At the time of Tinbergen’s work, there were no national-accounts data to use in 
estimating aggregate investment functions. Instead, empirical analysis was based on 
the few industries for which good-quality data on output and capital (or capacity) 
could be obtained—notably railroads. Tinbergen estimates the elasticity of railroad 
                                                     
21

 Gross investment equals net investment plus replacement investment (depreciation). The 
latter is usually modeled as proportional to the previous period’s capital stock, so a corre-

sponding gross investment equation would add a term δKt−1 at the end. Feldstein and Foot 
(1971) discuss this issue. 
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capacity (a weighted average of locomotives and railroad cars) to traffic to be closer 
to 0.5 than to 1.0 for the United States, United Kingdom, and Germany. Reconciling 
the accelerator principle to these data requires more flexibility than the crude propor-
tionality model. 
 As a practical matter, firms are unlikely to adjust their capital stocks fully within 
one quarter or year. While some kinds of capital equipment can be bought off the 
shelf and put in place quickly, equipment that requires substantial planning, installa-
tion, and delivery time as well as nearly all structures require considerable time to 
build. Such lags in the installation of new capital imply that actual investment spend-
ing may lag behind changes in the desired capital stock. Jorgenson (1965) character-
ized this lag as comprising five distinct steps: (1) initiation of the investment project, 
(2) appropriation of funds, (3) letting of contracts, (4) issuing of orders, and (5) actual 
investment. The length of time these processes require obviously varies greatly 
among firms and among different kinds of capital expenditures. 
 To allow for a lagged response, a distributed lag can be introduced into equation 
(3), giving 

 ( )*
1 .n

t i t i t i
i

I K K− − −= γ −∑  (4) 

For the accelerator model, this implies  

 ( ).n
t i t i

i

I Y −= σ γ ∆∑  (5) 

 
Models of the accelerator in which investment responds slowly over time to changes 

in output are often called “flexible accelerator” models.
22

 One of the most prominent 
distributed lag relationships in econometrics was introduced by Koyck (1954) to es-
timate the accelerator model of investment. The Koyck lag model assumes that the 

firm’s investment level in each period is a fraction (1 − λ) of the gap between its exist-

ing level of capital and its desired level. This leads to a set of lag weights γ that de-

cline exponentially as i increases: γi is proportional to λi. The Koyck lag can be ap-

plied either in terms of the absolute level of K and Y, or (as Koyck did) in propor-
tional terms. Koyck’s hypothesis was that the capital stock in year t + 1 was deter-

mined by
23

 

 
2 1

1 1 2 3 .
i t

t t t t t t iK Y Y Y Y Y e
−α β λβ λ β λ β δ

+ − − − −= θ ⋅ ⋅ ⋅ ⋅   (6) 

Denoting the logs of Y and K by lower-case letters (6) becomes 
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 This terminology was introduced by Goodwin (1948). 
23

 The β term on the first lag of Y does not strictly obey the pattern of exponentially declining 

weights. Koyck introduces this term to account for the likelihood that exponential decline in 

the lag weights may not begin at the first lag. If β = λα, then the equation reduces to a strict 
exponential lag. 
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+ − − − −= θ + α +β + λβ + λ β + + λ β + + δ   (7) 

 Koyck’s ingenious insight was to note that the infinite summation of lagged 
terms on the right-hand side of (7) could be eliminated by lagging (7), multiplying 

both sides by λ, then subtracting: 
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  . 

Subtracting (1 − λ)kt from both sides yields 

 1 0 1 2 1 3 4 ,t t t tk y y t k+ −∆ = φ + φ + φ + φ + φ  (8) 

where  

 0 1 2 3 4(1 ) ln , , , (1 ), 1.φ = −λ θ+ λδ φ = α φ = β−αλ φ = δ −λ φ = λ −  (9) 

 The left-hand side of equation (8) is the growth rate of the capital stock (the dif-
ference in its logs), which is essentially the flow of investment divided by the stock of 

capital.
24

 The short-run, or impact, sensitivity of capital stock growth to output is 

measured by φ1 = α. This is the amount that kt+1 would change if yt increased by one 

unit, but the lagged y values did not change.  
 However, the long-run sensitivity is potentially much larger as the lagged effects 

accumulate through φ2 and φ4. To compute the long-run effects, we must think about 
how kt+1 would change in equation (7) if all of the y terms on the right-hand side were 
to increase by one unit. The sum of the coefficients on the y terms is 

 2

0

.
1

i

i

∞

=

β
α +β+ λβ+ λ β+ = α + λ β = α +

−λ∑  (10) 

 Koyck estimates this equation with data for several industries. We shall focus on 
his estimates for the railroad industry from 1894 to 1940. He measures the railroad 
capital stock by the stock of railroad cars and the industry’s output by ton-miles of 
freight carried. 
 Koyck notes that if there is an error term in (6) and (7), then the error term in the 
estimating equation (8) will be serially correlated due to the differencing transfor-

mation.
25

 To account for this, he estimates both by ordinary least squares (ignoring 
the serial correlation problem) and by a method that corrects for the serial correla-
tion, but notes that the results of the two methods are nearly identical. His OLS es-
timates of (8) for the railroad sample are 

 1 1constant 0.077 0.017 0.0033 0.110 ,t t t tk y y t k+ −∆ = + + − −  
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 More recent empirical investment equations typically use the ratio of investment to the cap-
ital stock as the dependent variable. 
25

 If the original error term is white noise, then the error term in the transformed equation will 
be a first-order moving average process. 
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with R2 = 0.848.
26

 From these estimated coefficients, he calculates the implied pa-
rameter values by inverting the formulas in (9): 

 

1

4

2

3

ˆˆ 0.077,

ˆ ˆ 1 0.110 1 0.890,

ˆ ˆ ˆˆ 0.017 0.077 0.890 0.086,

ˆ 0.0033ˆ 0.030.
ˆ 0.1101

α = φ =

λ = φ + = − + =

β = φ + αλ = + ⋅ =

φ −
δ = = = −

−λ

 

 All of Koyck’s coefficient estimates are of the expected sign. Increases in output 

lead to strong investment in the current year and in the following year (α and β are 
both positive). As noted above, the strict accelerator model predicts a unitary elastici-
ty of capital with respect to output. The immediate effect of an increase in output is 
to increase capital stock growth by just 0.077, much less than the unitary effect. 
However, using formula (10), we can calculate the implied long-run elasticity to be  

 
0.086

0.077 0.86,
1 0.110

β
α + = + =

−λ
 

which is much closer to one. Koyck’s results suggest that capital responds strongly to 
increases in output, but that the response is very slow—less than ten percent of the 
eventual increase in capital occurs in the first year and only about 15 percent within 
two years. This response (which is typical of estimates of accelerator models) seems 
longer than one would expect to be caused by delivery and construction lags. 
 Koyck applies a similar model to five other industries in which physical measures 
of output and capacity are available for a long period: hydroelectric plants, fuel-
generated electric plants, Portland cement, steel, and petroleum refining. The results 
for these industries are quite similar to those reported above for the railroads: the 
elasticity of investment with respect to changes in output is small, ranging from less 
than 0.10 to 0.30 in the first two years, and the eventual elasticity is much larger, but 
with very long estimated lags. 
 Although it fits the aggregate and firm-level data reasonably well, the simple and 
flexible accelerator models are rarely used in modern empirical work. Imposing the 
assumption of a constant capital/output ratio imposes a zero substitution elasticity, 
which seems unduly restrictive. Moreover, the sensitivity of investment to interest 
rates plays an important role in many macroeconomic models of aggregate demand. 
Thus, the focus of empirical work on investment shifted in the 1960s toward models 
based on the theory of the profit-maximizing firm. 

                                                     
26

 To simplify the calculations in his pre-computer era, Koyck calculates the regression using 
deviations of all variables from means. This does not affect the calculation of the slope coeffi-
cients of (8), but prevents him from estimating the constant term. Standard errors of the coef-
ficients are not reported. 
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Empirical testing of the neoclassical model 
 As discussed above, economic theory tells us that investment should depend on 
two basic factors: (1) the cost of obtaining and using capital and (2) the stream of 
revenue that firms expect to earn on a marginal addition to capital. Jorgenson (1963) 
initiated the “neoclassical” theory of investment by showing that the solution to the 
dynamic maximization problem in equation (1) could be reduced to a sequence of 
static conditions, in which firms at every moment set the marginal product of labor 
equal to the real wage and the marginal product of capital equal to the real user cost 

of capital.
27
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where Ct is defined as the nominal user cost of capital at time t, i is the (nominal) in-
terest rate used to discount future cash flows, and the last term in the capital equation 
is the rate of inflation in capital-goods prices. The expressions on the left-hand side of 
(11) are functions of the levels of capital and labor. Solving these two equations to-

gether yields the optimal demands for the two factors at time t, *
tK  and *

tL  as a func-

tion of the real wage and the real user cost of capital. 
 The first generation of empirical studies based on the neoclassical model as-
sumed Cobb-Douglas production function, 

 ( ) 1, ,t t t tF K L AK Lα −α=  (12) 

which implies that the marginal products are 
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It is well known that in the case with constant returns to scale, only the optimal capi-
tal/labor ratio can be determined from plugging (13) into (11).  The scale of produc-
tion is arbitrary, since under perfect competition with constant returns to scale, the 
long-run distribution of output among firms is indeterminate. 
 Jorgenson and others solved this problem by taking the firm’s path of output (Yt) 
as fixed. By substituting in the production function (12), equations (13) can be writ-
ten 

                                                     
27

 The user cost of capital is often called the “rental price of capital.” It represents the annual 
cost of using a unit of capital goods. If a competitive rental market exists for capital goods, 
this would be the equilibrium rental rate. 
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Substituting (14) into (11) and solving for the optimal levels of capital and labor 
yields 
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The latter equation in (15) is the basis for neoclassical investment equations. Howev-
er, empirical implementation requires two refinements: (1) adjustment of the user 
cost of capital for tax effects, and (2) a specification of the connection between the 
flow of investment and the desired capital stock. We now proceed to consider these 
issues. 
 Based on equation (11), the real user cost of capital in the absence of tax distor-
tions can be written as  

 ( ) ,
K K

K K
K

C P P
c i p r p

P P P

 
= = + δ − = + δ − 

 



  (16) 

where /r i P P≡ −   is the real interest rate. If, as is sometimes true in simple aggre-

gated models, capital prices and general output prices are identical, then equation 

(16) reduces to c  = r + δ. 

 Since depreciation rates are difficult to observe and unlikely to change very much 
over time, the real interest rate is the centerpiece of the user cost of capital. However, 
relying on movements in the real interest rate to explain changes in the opposite di-
rection in investment is not likely to be empirical successful, at least for the postwar 
United States, because interest rates are not strongly and negatively correlated with 
investment. In contrast to the predicted negative relationship, the correlation is weak 
and positive. Moreover, real interest rates do not vary greatly in the postwar sample, 
so even if a relationship is present it may be difficult to detect. 
 In contrast, changes in the tax treatment of depreciation expenses, interest ex-
penses, and capital gains, and especially the presence or absence of an investment tax 
credit can have a much larger impact on user cost than the small range of variation in 
real interest rates. Hall and Jorgenson (1967) apply the neoclassical capital model 
with careful consideration of how various U.S. taxes affect the user cost of capital. 
Assuming that real capital goods prices pK are not expected to change, so the last 
term in (16) is zero, they show that the user cost of capital in the presence of taxes 
can be written 
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where v is the rate of investment tax credit, u is the rate at which corporate income is 
taxed (assumed constant over time), and z is the present value of the stream of depre-
ciation-related tax deductions on the purchase of one dollar’s worth of capital. 
 In order to turn a model of the desired capital stock (such as equation (15)) into a 
theory of investment, we need to describe the dynamic process by which investment 
moves the actual capital stock over time in response to changes in the desired stock. 
Hall and Jorgenson (1967) estimate an investment equation in which net investment 
is a distributed lag on changes in the desired stock. Like Koyck (1954), they employ a 
model with lag weights that decline exponentially after the period after the change, 

 * *
0 1 1 1,

n n
t t t tI K K I− −= γ ∆ + γ ∆ + λ  (18) 

with the optimal capital stock given (following (15)) by 
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 Substituting (19) into (18) yields the estimating equation 
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There are only three coefficients that can be estimated in a regression of (20): φ0 ≡ 

αγ0, φ1 ≡ αγ1, and λ. Thus, without an additional restriction, it is impossible to identi-
fy all four parameters. Fortunately, such a restriction is at hand since the long-run 

impact of a change in desired capital α∆(Y/c′) should be equal to unity. 

 In order to find the equation for this restriction we must calculate the long-run 

effect of a change in Y/c′ on In. To isolate the effect of a one-time change, suppose 

that α∆(Y/c′) = 1 in period 1 and zero in all other periods. Net investment in period 

zero is also zero. Using (20), 1 0.
nI = γ  Substituting this into equation (20) for t  = 2 

yields 2 1 0,nI = γ + λγ  since ∆(Y/c′) in period two is zero. From period 3 forward, both 

∆(Y/c′) terms are zero, so 2
3 2 1 0.
n nI I= λ = λγ + λ γ  Adding up all the effects yields 
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Thus, if changes in the desired capital stock eventually lead to equal cumulative 

changes in investment, γ0 + γ1 = 1 − λ. But φ0 + φ1 = α(γ0 + γ1), so by substitution, α 

can be inferred from the three estimated coefficients as α = (φ0 + φ1)/(1 − λ). 
 Hall and Jorgenson (1967) estimate (20) for four categories of investment: manu-
facturing equipment, manufacturing structures, non-farm non-manufacturing equip-
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ment, and non-farm non-manufacturing structures, using annual U.S. data for 1931–
41 and 1950–63. The results are summarized in Table 1. 
 

Table 1. Hall and Jorgenson’s estimates for neoclassical model. 

 φ0 

(= αγ0) 

φ1 

(= αγ1) 
λ 

α = 

(φ0+φ1)/(1−λ) 

Mean 
lag 

R2 

Manufacturing Equipment 
0.0142 

(0.0037) 
0.0124 

(0.0044) 
0.615 

(0.100) 
0.0069 

(0.0156) 
2.1 0.72 

Manufacturing Structures 
0.0040 

(0.0013) 
0.0053 

(0.0015) 
0.766 

(0.079) 
0.039 

(0.013) 
3.8 0.85 

Non-farm, non-mfg equipment 
0.0245 

(0.0084) 
0.0146 

(0.0104) 
0.469 

(0.134) 
0.074 

(0.014) 
1.3 0.69 

Non-farm, non-mfg equipment 
0.0130 

(0.0020) 
0.0023 

(0.0022) 
0.880 

(0.032) 
0.127 

(0.025) 
7.5 0.98 

Source: Hall and Jorgenson (1967), Table 2. 
Standard errors are reported in parentheses below coefficients. Mean lag is the weighted average num-
ber of years between a change in desired capital and the corresponding changes in investment. 

 
 Some aspects of the estimates in Table 1 support the neoclassical model. All of 

the coefficients are positive and the effect of the current year’s ∆(Y/c′) is statistically 

significant for each kind of investment, as predicted by the model. The goodness-of-
fit statistics are substantial. 
 However, there are some anomalies in Hall and Jorgenson’s results. First, the 

inferred values of α, the elasticity of output with respect to capital, are smaller than 
those suggested by other evidence. (Moreover, the coefficient for manufacturing 
equipment is not statistically different from zero.) In the Cobb-Douglas production 

function, the share of national income going to capital should be equal to α. Capital’s 
share has been relatively stable over time at approximately one-third. The combined 
(sum) estimated share of equipment and structures is 0.05 for manufacturing and 

0.20 for the non-farm non-manufacturing sector, which is far below one-third.
 28

 
 A second puzzle in Table 1 is that (as in Koyck’s study of the accelerator model) 
the estimated lags are very long. Decision-making, delivery, and installation lags are 
unlikely to explain an average lag of over 2 years for manufacturing equipment or 

over 7 for non-manufacturing structures.
29

 

                                                     
28

 The structure of the national-income accounts makes it impossible to identify the capital 
and labor components in such categories as “proprietors’ income.” It is conventional to lump 
this category together with profits, interest, and rent as capital income. Doing this leads to a 

value for α of 0.36 in 1950, near the middle of Hall and Jorgenson’s sample. 
29

 For some more recent evidence on lags in the installation of structures, see Montgomery 
(1995). One rationale for long lags in the adjustment of the capital stock to changes in prices 
is that it may be more difficult (or impossible) to change the technological characteristics of 
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 Hall and Jorgenson interpreted the statistically significant positive estimate of φ0 

and (sometimes) φ1 to reflect a strong effect of the user cost of capital on investment. 
However, the simple specification they used combines two effects in a single term: 
(1) the effect of changes in output demand (Y) and (2) the effects of changes in the 
user cost of capital. The collapsing of these two effects into one is an idiosyncrasy of 
the Cobb-Douglas production function that does not hold for more general specifica-
tions.  
 Eisner (1969) uses a specification that separates the effects of output from those 
of user cost. In this specification, he finds that output has a very strong effect on in-
vestment, but that the effects of user cost are much smaller and less significant. Based 
on this evidence, Eisner argues that the Cobb-Douglas production function is an in-
appropriate specification and that Hall and Jorgenson’s measured effects were mostly 
due to output changes rather than to the sensitivity of investment to the user cost of 

capital.
30

 

Empirical specification of adjustment costs and q models 
 The neoclassical model provides a benchmark by solving for the optimal path of 
capital when there is no uncertainty or adjustment costs. These assumptions are rea-
sonable for a steady state where demand and prices are stable. The neoclassical mod-
el is less suited to describing the dynamics of investment in an environment where 
these variables fluctuate. As we saw in the previous section, empirical work based on 
the neoclassical model added on an ad-hoc distributed lag such as (18) in order to try 
to capture the dynamics of the adjustment of the actual capital stock to the steady-
state desired level based on current values of demand and prices. 
 Among the objections to the neoclassical model are the ad hoc nature of the lag 
structure between investment and the revenue/user cost variable. This lag presuma-
bly reflects costs of adjusting the capital stock immediately to its optimal level, since 
if no such costs existed there would be no reason why K would not exactly equal 

K*.
31

  
 Beginning with the seminal work of Lucas (1967), Gould (1968), and Treadway 
(1969), economists began to incorporate adjustment costs explicitly into firms’ dy-
namic profit-maximization problem. These costs are typically represented as a func-

                                                                                                                                              
capital goods once they have been installed. This means that adjustment of factor proportions 
occurs only in new capital, which could slow down aggregate adjustment considerably. See 
Bischoff (1971) for an analysis of a “putty-clay” model incorporating these effects. 
30

 To read more of the debate, see Hall and Jorgenson (1969) for a reply and Eisner (1970) for 
a further comment. 
31

 Early studies of adjustment costs include Eisner and Strotz (1963), Rothschild (1971), and 
Nerlove (1972). 
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tion of the flow of investment and the existing stock of capital, Ψ(I, K).
32

  If adjusting 

the capital stock rapidly is costly, then it is no longer possible to simplify the capital 
decision in the way that Jorgenson did, making the desired capital stock at time t de-
pend only on prices and demand at that moment. Adjustment costs means that it will 
be costly for a firm to “undo” high or low levels of today’s investment if they turn 
out to be wrong for tomorrow’s prices and demand levels. Thus, firms facing adjust-
ment costs will take expected future demand and prices into account in making to-
day’s investment decisions. 
 Most of the early theoretical work on adjustment cost models was done in con-
tinuous time. This is the q model discussed in Romer’s Chapter 9. However, because 
empirical data are available only over discrete time intervals, models for empirical 
implementation have tended to be in discrete time instead. The discrete-time model 
described here follows the exposition of Chirinko (1993). 
 To incorporate adjustment costs, we consider a maximand such as 

 ( ) ( ) ( )0 0
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with wt ≡ Wt/Pt being the real wage and εt being a random shock that can affect both 

productivity of production and the cost of adjustment.
33

 The firm’s objective, as be-
fore, is to choose paths for K and L that maximize (21) subject to the dynamic evolu-
tion of the capital stock. 
 Maximizing using dynamic methods leads to the following first-order conditions 
for investment and labor input at time t: 
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and subscripts on the F and Ψ functions denote partial derivatives. Λt is the present 

value of the real marginal benefit the firm receives from an additional unit of capital 
installed at time t. The bracketed term in (23) shows the two components of this ben-
efit: (1) the marginal product of capital FK, which measures the additional output the 
firm gets from the added capital, and (2) the marginal reduction in adjustment costs 

                                                     
32

 Specifications of adjustment costs as quadratic in the level of investment or in the ratio of 
investment to capital have been popular, although recent evidence discussed in a later section 
suggests that nonconvex specifications incorporating fixed costs may be more realistic. 
33

 The real interest rate is used to discount equation (21) rather than the nominal rate because 
the cash flow expression in (21) is in real terms. 
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in future periods −ΨK, which arises because having more capital in the future may 

lower future adjustment costs. These terms are discounted using both the deprecia-
tion rate (because a decreasing share of currently installed capital will remain as time 
passes) and the real interest rate (for the usual present value reasons). 

 With Λt interpreted as the marginal benefit from adding a unit of capital, the 

equations of (22) have a ready marginal-benefit-equals-marginal-cost interpretation. 
The first is simply asserts that the firm will hire labor up to the point where the ex-
pected marginal product of labor equals the real wage. The second says that it will 
invest in capital up to the point where the expected marginal value of an additional 
unit of capital equals the sum of the price of the new capital good and the marginal 
adjustment cost incurred by investing now. 
 The adjustment-cost function can be specified in a variety of ways. If adjustment 
costs are to explain why firms do not adjust the actual capital stock rapidly in re-
sponse to changes in the desired stock, then these costs must levy a disproportionate 
penalty on large changes in the capital stock. In words, adjustment costs must in-
crease more than proportionally with investment. In mathematical terms, the ad-

justment-cost function must be convex in investment—the second derivative ΨII must 

be positive.
34

 A common specification in empirical applications is 
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where α is a coefficient measuring the marginal cost of adjustment. 
 With adjustment costs specified as in (24), the optimal investment equation re-
duces to the simple form of 
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 (25) 

 Equation (25) is of limited value for empirical applications because Et(Λt) de-

pends on the expected marginal product of capital at all future dates. However, if 
markets function efficiently, then prices of equities (shares of stock in firms) should 
be related to expectations of future profits and productivity. Under some restrictive 
assumptions, measurable data on share prices can proxy for the bracketed term in 
(25), making it a useful empirical specification. 
 Economists at least as far back as Keynes have recognized the potential im-
portance of share prices as a determinant of investment. Modern interest in this link-
age was rekindled in a famous paper by James Tobin, in which he criticized the sim-

                                                     
34

 Convex adjustment costs imply that firms will spread the investment associated with a 
change in desired capital over multiple periods. However, recent evidence has suggested that 
non-convexities in adjustment costs may be important in explaining other aspects of invest-
ment behavior at the micro level. We examine this literature in a later section. 
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plistic role of asset markets in the basic IS/LM model. Tobin (1969) argued that “the 
rate of investment—the speed at which investors wish to increase the capital stock—
should be related … to q, the value of capital relative to its replacement cost.” High 
share prices make it cheaper for firms to finance new investment by issuing new 
shares. Conversely, low share prices reduce the proceeds from share issue and make 
it cheaper for firms looking to expand to buy up additional capacity by taking over 
(undervalued) existing firms rather than investing in new capital.  
 Empirically, the q theory of investment is attractive because Tobin’s q can be 
measured on a firm-by-firm or aggregate basis. A firm’s q is the ratio of the stock-
market value of the firm (share price times number of shares outstanding) to the re-
placement value of its installed capital stock. Difficult issues arise with the treatment 
of various categories of preferred stock, options, and convertible bonds, and with the 
measurement of the replacement cost of old capital goods. Despite these obstacles, 
empirical economists quickly began using simple measures of q in investment equa-
tions. 
 Theoretical work quickly developed a connection between Tobin’s q and the 

right-hand side of equation (25).
35

 However, a fundamental difference soon became 

apparent. The expression Et(Λt) is the present value of the marginal product of an ad-
ditional unit of capital. If markets function efficiently, then a firm investing in one 
unit of capital should see its market value increasing by this amount.  
 In contrast, stock market valuations reflect the average product of capital. Each 
share of a firm’s stock is an ownership claim on the firm and its prospective profits. If 
a firm issues additional shares, the owners have claim not to the additional profit that 
might result but to a proportional share of all profits. Thus, share value—even for 
newly issued shares—is based on the expected average rather than marginal product of 
capital.  
 Mathematically, if we denote the nominal value of a firm’s outstanding shares at 

time t by Ωt, then 
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The last expression for marginal q is closely related to the investment equation (25). 
When it is larger than one, then the bracketed expression is positive and the firm will 
desire positive investment. Empirical investment equations are often estimated using 

q − 1 as the regressor. 
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 Mussa (1977) and Abel (1980) are major contributions. 
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 But what is the relationship between marginal q, which is the important determi-
nant of investment in the adjustment-cost model, and average q, which we can ob-
serve from stock-market data? Hayashi (1982) showed that marginal and average q 
are equal under quite restrictive conditions, including perfect competition and con-
stant returns to scale. Based on this result, many economists have estimated invest-
ment functions relating I/K to average q. We now examine some of these results. 

Empirical results using average q 
 According to equation (25), (marginal) q should be a “sufficient statistic” for de-
scribing investment behavior: once the effects of the current value of q are accounted 
for, no other variables should have independent effects on investment. By this crite-
rion, the empirical performance of the q model has been unsatisfactory. Three basic 
problems are common in empirical studies:  
 

• In the adjustment cost model, all relevant determinants of investment work 
through their effects on q. Empirical studies nearly always find that variables 
such as output, capacity utilization, profits, cash flow, and government in-
vestment policies have independent effects on investment apart from any ef-
fects they have on q. (As in the neoclassical model, taxes and credits on in-
vestment and capital income lead to a more complex definition of q; these is-
sues are discussed below.) 

• Although current (average) q has a significant positive effect on investment, 
the estimated coefficient on q is quite small. According to (25), the reciprocal 

of the coefficient on q − 1 can be interpreted as the marginal cost of adjust-

ment. Estimated coefficients in many studies would imply unreasonably high 
adjustment costs. 

• The effect of q on investment seems to involve substantial lags. The estimated 
lags in the q-investment relationship are often longer than can plausibly be 
explained by delivery and construction lags. This problem is familiar from 
our discussion above of the empirical studies using the neoclassical model. 

• Even with lagged values of q and other variables, the error in aggregate in-
vestment equations is usually highly serially correlated. This is often attribut-
ed to the effects of omitted variables that are highly persistent. 

 
 A prominent early empirical application of the q model to aggregate investment 
data was von Furstenberg (1977). He estimates a regression of I/K for nonfinancial 
firms on lagged values of q and other variables using quarterly aggregate data for the 
United States from 1952 to 1976. Von Furstenberg corrects q for the investment tax 
credit and includes regressors that measure changes in other aspects of capital taxa-
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tion.
36

 To test whether q effectively summarizes all the information relevant to firms’ 
investment decisions, he adds a measure of capacity utilization (CU). 
 Von Furstenburg’s estimates the following regression: 

 
7 4

(0.17) (0.023)
1 1

0.047 0.060 ,t
i t i i t i

i it

I
w q v CU

K − −
= =

= + +∑ ∑  (26) 

where the constant term and terms relating to tax variables and equipment share are 

not reported.
37

 The lag weights w and v in equation (26) sum to one and are con-
strained to lie along a second-order polynomial. Because the lag weights sum to one, 
the coefficient in front of the summation reflects the long-run effect of a change in the 
respective right-hand variable on the investment rate. 
 While the coefficient on q is positive and statistically significant, capacity utiliza-
tion also has a significant positive effect. Thus, utilization must be proxying for some 
aspect of prospective profitability that is not being adequately captured by measured 
q. Moreover, the coefficient on the sum of the q variables (0.047) implies that the ad-

justment-cost parameter α is 1/0.047 ≈ 21. The marginal adjustment cost of an addi-

tional dollar’s worth of investment is α (I/K). For a typical value of I/K of 0.15, this 

implies that the last dollar of firms’ investment typically cost 21 × 0.15 = 3.15 dollars 
in adjustment costs!  
 Similar results are reported by Blanchard and Wyplosz (1981), who estimate the 

following equation over a quarterly U.S. sample from 1953 to 1978.
38
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t t

I Y
q q q q

K K− − −= − − + + + +  (27) 

Equation (27) is estimated under the assumption of a first-order autocorrelated error 

with estimated coefficient ˆ 0.97.ρ =  Both the severe autocorrelation and the signifi-

cant estimated coefficient on current output suggest that q is not capturing all of the 
incentives for firms to invest. Adding up the four coefficients on current and lagged q 

gives 0.035, which corresponds to α = 1/0.035 ≈ 29—an even larger estimate for ad-
justment costs than von Furstenberg’s. 
 Von Furstenberg incorporates tax effects by including tax variables explicitly as 
regressors. However, as with the neoclassical theory, the simple version of the q theo-
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 He also includes a variable measuring the share of equipment in the total capital stock, 
which has been increasing steadily throughout the postwar period. His dependent variable 
covers both equipment and structures. The increasing relative importance of equipment, 
which has a shorter life span than structures, would imply that his dependent variable should 
increase over time. Including this variable attempts to correct for the increase in the depend-
ent variable due solely to this effect. 
37

 von Furstenberg (1977), Table 4, equation 4.5. 
38

 See Blanchard and Wyplosz (1981), Table 3, equation (I.4). The version of q used in this 
study does not correct for taxes. 



 
 15 – 35 

ry of investment can be augmented to derive a tax-corrected measure that takes full 
account of taxes and credits. Summers (1981), in a paper discussed in Romer’s Sec-
tion 9.6, develops a tax-adjusted q that has been used in many investment studies, 
incorporating the effects of investment tax credits, taxes on corporate profits, capital 
gains, and dividends, and the tax treatment of depreciation expenses. The tax-

adjusted version of q − 1 is usually denoted by Q. Because one is subtracted in the 

calculation of Q, a value of Q = 0 corresponds to q = 1 and zero desired net invest-
ment. 

 Summers compares regressions of I/K on an uncorrected q − 1 with those on Q 

for a 1948–78 annual sample.
39

 He finds that Q explains fluctuations in investment 

slightly better than q − 1 and that when both are included together in a regression, the 

estimated coefficient on q − 1 becomes slightly negative and insignificantly different 

from zero while the coefficient on Q remains significantly positive and essentially 

unchanged by the addition of q − 1 to the regression. However, the magnitude of the 

estimated coefficients on Q are even smaller than those for q − 1. When he includes a 

lagged value of Q as well as the current value, the sum of the coefficients is 0.025, 

corresponding to α = 40. 
 To summarize, the empirical support for the q model of investment is quite thin. 
Although q is usually found to have a significant positive effect on investment, the 
coefficients are so small that the implied lag lengths and adjustment costs are unreal-
istic. Shapiro (1986) argues that large estimates of adjustment costs are inevitable 
given the amount of variation in stock prices relative to investment: “The stock mar-
ket is much more variable than investment. The q theory … would have investment 
respond to all of these changes except for adjustment costs. Therefore, estimated ad-
justment costs must be very high to rationalize the relatively small response of in-
vestment to changes in the stock market.” 

Alternative strategies for estimating the adjustment-cost model 
 How much of the empirical disappointment of the q model is due to mismeas-
urement of marginal q in the estimation of investment equations? There are several 
reasons for thinking that this may be a problem. One is the above-discussed issue of 
average vs. marginal q. A second is questions about whether fluctuations in stock 
prices accurately reflect expectations about future firm profitability. Economists have 
tried a couple of alternative methods of estimating the adjustment-cost model, and in 
some cases have generated more plausible results. However, the empirical case in 
support of the adjustment-cost model is still tenuous. 
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 See Summers (1981), Table 5. Equation 5-6 is described above. Summers includes no varia-

bles other than q − 1 or Q. 
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 Abel and Blanchard (1986) address the mismeasurement issue by constructing a 
measure of marginal q based on forecasts of future marginal profitability. They fol-
low the constant-returns and perfect competition assumptions of Hayashi (1982), 
which imply that marginal and average profit from an additional unit of capital are 
equal. They then construct variables for marginal/average profit and the discount 
rate and use vector autoregression methods to model the evolution of these variables 
over time in response to their own past movements and the movements of other re-
lated variables. 
 Their calculated marginal q series picks up the effects on the present value of ex-
pected future profitability of changes in the marginal product of capital, the cost of 
capital, and the discount rate. Of these, they find that fluctuations in the cost of capi-
tal account for the largest measured share of variation in q. 
 Using aggregate data, Abel and Blanchard (1986) obtain results that are quite 
similar to those described above. The coefficient on their q variable (adjusted for tax-
es) is so small that it implies unrealistically large marginal adjustment costs. They 
also find that other variables (output and cash flow) add significant predictive power 
to the investment equation, so their q fails to capture all of the relevant effects on in-
vestment. The error term of their regressions is also strongly serially correlated, 
pointing to the possibility of additional omitted variables. 
 Gilchrist and Himmelberg (1995) find somewhat more positive results for the 
adjustment-cost model using firm-level data with a forecast-based marginal q varia-
ble. Although it has a relatively large standard error, their estimated coefficient on q 
is 0.183 when they use marginal q, compared with 0.050 with the more traditional 

average q based on stock prices. The resulting estimate of α = 1/0.183 ≈ 5.5 still im-

plies very large marginal adjustment costs, but is considerably smaller than the esti-
mates considered so far. 
 Abel (1980) pioneered another approach to estimating the adjustment-cost mod-
el. Rather than solving the first-order conditions (22) implicitly for an investment 
function, he worked exclusively with the second of these conditions, the so-called 
Euler equation. Although the Euler equation itself includes unobserved expectations 
of future variables, Abel showed that a clever differencing operation similar to that 
used by Koyck (1954) for the accelerator model could reduce the infinite summations 
of the Euler equation to involve only current variables and those one period ahead.  
 Abel’s investment function relates current investment to future investment, the 
current marginal product of capital, the ratio of the future to current user cost of capi-
tal, and a term reflecting the effect of new information in the next period on the ex-
pected marginal product of capital discounted into the future. Abel estimates this in-
vestment function using a variety of econometric techniques, which yield a wide 
range of elasticities of investment with respect to q. His preferred regressions place 



 
 15 – 37 

the elasticity in the range of 0.5 to 1.1 (Abel (1980)), which is considerably larger 
than the estimates from q models based on stock market values. 
 Most subsequent work using Euler equations has taken advantage of the subse-

quently developed generalized method of moments (GMM) estimators.
40

 These esti-
mators are particularly well suited to the estimation of dynamic Euler equation mod-
els with rational expectations.   
 Pindyck and Rotemberg (1983) use GMM methods to estimate an adjustment-
cost model. Pindyck and Rotemberg’s model is not formally a q model. Rather than 
allowing the level of output to be determined by the firm in order to maximize prof-
its, they assume that the firm’s output is given exogenously and examine the firm’s 
choice of inputs given the exogenous path of output. Demand changes and factor 
price changes are treated asymmetrically, so investment depends on output and the 
cost of capital independently rather than jointly through q. 
 Pindyck and Rotemberg estimate dynamic factor demand equations for blue-
collar and white-collar labor, equipment, and structures using annual U.S. manufac-

turing data for 1949−76. They find marginal adjustment costs for equipment and 
structures to be 23 cents and 34 cents per dollar of investment, respectively. These 
values are much more plausible than those of the market-based q models discussed 
above. 
 The long-run elasticity of equipment demand with respect to its cost is estimated 

by Pindyck and Rotemberg to be −0.52; the long-run cost elasticity of structures is 

−0.16. Elasticities of equipment and structures demand with respect to output are 1.1 
and 0.5, respectively. These elasticities suggest a fairly strong effect of both output 
and capital cost on the demand for capital. 
  Matthew Shapiro, in a pair of papers, uses GMM and similar methods to esti-
mate the Euler equations of an aggregate production model with adjustment costs 
using quarterly U.S. manufacturing data from 1955 to 1980. Shapiro (1986a) in-
cludes adjustment costs for capital, labor employment, and hours worked. Shapiro 

(1986b) also incorporates variable rates of capital utilization.
41

 His estimates of the 
marginal adjustment cost are even smaller than Pindyck and Rotemberg’s. The mar-
ginal cost of a dollar of investment in both studies is less than 10 cents. In Shapiro 
(1986), he reports a long-run elasticity of the capital stock with respect to the cost of 

                                                     
40

 GMM estimation was introduced by Hansen (1982). Among the prominent studies employ-
ing GMM methods to estimate the investment Euler equation are Pindyck and Rotemberg 
(1983),  Shapiro (1986), Hubbard and Kashyap (1992), Whited (1992), and Bond and Meghir 
(1994). 
41

 In this paper, Shapiro uses non-linear three-stage least squares, which is similar to GMM 
under appropriate assumptions. 
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capital as −0.31, within the range of Pindyck and Rotemberg’s estimates for equip-

ment and structures.
42

 

Using tax reforms as natural experiments 
 Although many of the empirical studies discussed above use a variant of q that is 
corrected in one way or another for tax effects, several studies have focused specifi-
cally on tax reforms. Unlike other variables affecting q, we can easily observe the tim-
ing and magnitude of changes in taxes and more confidently assume that tax reforms 
are exogenous to the investment decision. Thus changes in federal tax laws may pro-
vide useful “natural experiments” for identifying the cost sensitivity of investment 
spending. 
 Cummins, Hassett, and Hubbard (1994) use yearly cross-sectional samples of 
individual firms to estimate the effects of tax-adjusted Q on investment in individual 
years. They estimate a separate cross-sectional regression for each year from 1964 to 
1988. Because tax laws apply differently to structures and equipment and to capital 
goods of different kinds within those classes, there is substantial cross-sectional varia-
tion in the tax component of Q. To explicitly highlight the effects of changes in q aris-
ing from tax reforms and to avoid problems of endogeneity of other components of q 
such as stock prices and capital goods prices, their Q variable is constructed using 
current-year tax values and two-year-lagged values of the market components of q. 

Table 2. Estimated effects of Q in tax-reform and other years. 

 
Number of 

years 
Average of Q 
coefficients 

Range of Q co-
efficients 

Average  
|t|on Q co-

efficients 

No tax reform 13 0.056 −0.119 to 0.138 0.77 

Minor tax re-
form 

9 0.555 0.446 to 0.742 5.14 

Major tax re-
form 

4 0.639 0.470 to 0.874 5.33 

 
Source: Cummins, Hassett, and Hubbard (1994), Table 5. 

 As shown in Table 2, their estimated coefficients show much stronger effects of Q 
on investment in tax-reform years than in years with no tax changes. In every tax 
reform year, Q has a statistically significant effect on the investment rate, with coeffi-
cients ranging from 0.446 to 0.874. In non-reform years, Q is never significant and 
the largest reported coefficient is 0.138.  
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 He also reports a larger elasticity of −0.97 of capital utilization with respect to capital cost. 
The utilization rate responds immediately, whereas adjustment costs imply a gradual adjust-
ment of the capital stock. 
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 Recall that traditional q regressions typically find coefficients smaller than 0.05, 
which is near the middle of the range of results for non-reform years but much small-
er than the estimated coefficients when explicit jumps in Q as a result of tax reforms 

are used. If we take the tax-reform-year coefficients in Table 2 as an estimate of 1/α 
in equation (25), the implied marginal adjustment costs are between 5 and 12 cents 
per dollar of investment. 

Imperfect capital markets: Cash flow and related variables 
 Early investment studies often examined the role of corporate cash flow, profits, 
or retained earnings. For example, Tinbergen (1938) finds that changes in investment 
are more closely associated with changes in profits than with changes in output (as 
predicted by the acceleration principle) for the industries he examines. 
 However, the famous theorem of Modigliani and Miller (1958) shows that when 
capital markets are “perfect” and there are no tax distortions, a firm’s financial status 
would not affect its investment decisions. Both the q theory and the neoclassical the-
ory assume that firms have access to unlimited borrowing at the given interest rate. 
Under these conditions, even a firm that has low or negative current cash flow and 
little cash reserve can invest if capital is expected to have a high future marginal prof-
itability. 
 While assumptions such as perfect capital markets help us develop theories based 
on a simplified, stark environment, deviations from such assumptions can be empiri-
cally important. The general dissatisfaction with the empirical performance of the 
basic theories has fueled the development of a large literature examining the effects 
of limited access to credit—so-called financing or liquidity constraints—on firms’ 
investment spending. 
 Financial constraints are usually attributed to asymmetry of information about 
firms’ investment prospects and to moral-hazard problems associated with monitor-
ing the behavior of indebted firms. The firm’s owners and managers base their de-
sired investment decision on their assessment of the profit potential of added capital. 
However, it may be very difficult for an outsider (for example, a banker or a bond-
rating agency) to evaluate the firm’s assessment. Thus, outside lenders are likely to 
demand a risk premium inversely related to the degree of confidence they have in the 
firm’s prospects and directly related to the likelihood of default should outcomes 
prove disappointing. 
 Firms with large stocks of tangible assets that could be used as collateral, those 
with a long track record of profitable investment decisions, and those investing in 
industries and technologies that are well established may have relatively little diffi-
culty attracting lenders on reasonable terms. However, small, new firms in new in-
dustries, with assets that are largely intangible are likely to pay a substantial risk 
premium if they can borrow at all. 
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 Because of these information problems, firms may face a “hierarchy” of financ-
ing options, with internal finance being the least costly, debt financing next, and fi-

nancing by issuing new equity the most expensive.
43

 While all firms may find internal 
finance to be cheapest, the difference between the cost of external and internal fi-
nance is likely to be largest for small, new, and low-tangible-asset firms. Thus, such 
firms are more likely than better-established firms to be constrained to internal fi-
nancing of investment. 
 The empirical literature on financial constraints and investment has attempted to 
classify firms as constrained or unconstrained based on non-investment criteria, then 
to compare the investment behavior of the two groups of firms. For constrained 
firms, liquidity variables such as cash flow, profits, or stocks of liquid assets should 
affect investment strongly while q and the cost of capital may play a lesser role. Un-
constrained firms should invest when q or revenue-cost conditions are favorable, re-
gardless of their liquidity situation.  
 In a seminal study, Fazzari, Hubbard, and Petersen (1988) (FHP) group firms by 
the share of their profits that have been paid out in dividends. Firms that have ready 
access to borrowed capital would not need to retain earnings in order to invest and 
therefore could issue dividends more liberally. In contrast, each dollar of dividends 
issued by a constrained firm reduces its potential investment funds. Therefore, FHP 
considered low-dividend firms to be potentially liquidity constrained and high-
dividend firms to be unconstrained. Later studies have used a variety of criteria to 
categorize firms’ access to credit, including firm size and age, financial affiliations 
with other firms, bond ratings, and liquid assets. 

 Based on a 1970−84 sample, FHP grouped their 422 manufacturing firms into 
three categories: Class 1 firms paid out less than ten percent of their income in divi-
dends in at least ten of the fifteen sample years; class 2 firms paid out ten to twenty 
percent; and class 3 firms paid out dividends of more than twenty percent of income. 
Based on the dividend-income ratio, class 1 firms were argued to be the most likely 
to be liquidity constrained and class 3 firms least likely. 
 The reported characteristics of the three classes of firms correspond closely to the 
criteria discussed above. In comparison to the other groups, the 49 firms in class 1 
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 Two factors might lead debt financing to be cheaper than equities. First, bank financing (in 
the United States) is strictly executed through debt. Compared with the general financial 
market, bankers may have better information about small firms, so bank loans are likely to be 
more readily (and cheaply) available to small firms than market debt or equity. Second, the 
double taxation of dividends raises the cost of equity finance relative to debt finance. See 
Fazzari, Hubbard, and Petersen (1988) for a brief exposition of the “hierarchy of finance” 
model. 
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tend to be small and to have rapidly growing sales, high investment rates, higher 

measured q values, and higher debt.
44

 
 FHP test for the effects of liquidity constraints on investment by running a re-
gression of the form 

 , ,
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= β + γ + θ +β +β +  (28) 

where Q is tax-adjusted q − 1 and CF is the firm’s net cash flow. The terms γi and θt 

are firm-specific and year-specific effects that are included to compensate for possible 
missing variables that vary strictly across firms or over time. 
 Table 3 shows FHP’s estimated coefficients on Q and CF/K for the full fifteen-
year sample period. Two results are strongly consistent with the presence of liquidity 
constraints and with the hierarchy of finance model in general. First, the cash-flow 
coefficient is significantly positive for all firms, but it is largest for the firms that are 
most likely to be constrained. Second, the class 1 firms that FHP regard as being 
most likely to be financially constrained have the smallest investment sensitivity to Q. 
This is consistent with a situation in which even when a high Q value suggests highly 
profitable investment opportunities, these firms may be unable to take advantage of 

them.
45

 
 

Table 3. Regression coefficients on Q and cash flow, 1970−84 sample. 

 Class 1 Class 2 Class 3 

Q 
0.0008 

(0.0004) 
0.0046 

(0.0009) 
0.0020 

(0.0003) 

CF/K 
0.461 

(0.027) 
0.363 

(0.039) 
0.230 

(0.010) 
2R  0.46 0.28 0.19 

Source: Fazzari, Hubbard, and Petersen (1988), Table 4. 

 
 FHP’s evidence in favor of financing constraints depends on two crucial assump-
tions, both of which have been challenged. First, sensitivity of investment to cash 
flow must result from financing constraints rather than from some other cause, such 
as a possible effect of current cash flow on expected future demand. Second, firms’ 
dividend ratios must be a good measure of their access to borrowed capital.  
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 See Fazzari, Hubbard, and Petersen (1988), Tables 2 and 3. 
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 Results for sub-periods of the sample confirm this pattern of results with one additional 
striking result: The differences between classes are stronger for the first few years of the sam-
ple than for the sample as a whole. The class 1 firms may be “growing up” by the end of the 
sample period and beginning to behave more like class 2 and 3 firms. 
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 Gilchrist and Himmelberg (1995) address the first assumption by looking at the 
relationship between current cash flow and investment opportunities. They argue 
that Tobin’s Q might be a particularly poor measure of future profitability for precise-
ly those firms that FHP’s criteria classify as constrained: “Since the firms identified a 
priori as financially constrained are typically newer, smaller, and faster growing than 
the other firms in the sample, the stock market is less likely to have accumulated the 
usual stock of knowledge that arises through detailed evaluation and monitoring of 
firms over time. Thus, Tobin’s Q might contain less information about investment 
opportunities for these relatively ‘unseasoned’ firms than it does for firms that have 
been identified as unconstrained” (Gilchrist and Himmelberg (1995)). 
 To test whether the cash-flow effect is merely proxying for profit opportunities 
that are poorly measure by Q, Gilchrist and Himmelberg use vector autoregression 
forecasts to construct a “fundamental Q” measure of the discounted stream of mar-
ginal profits. Since cash flow is one of the variables used in the VAR to predict future 
profitability, any effects of cash-flow on investment that arise indirectly through the 
cash-flow-future-profit channel will be picked up in fundamental Q. If financing con-
straints are unimportant and this is the only source of FHP’s cash-flow effect, then 
cash flow should have now marginal power to explain investment once the effects of 
fundamental Q have been accounted for.  
 Gilchrist and Himmelberg divide their sample of firms into constrained and un-
constrained based on a variety of alternative criteria: dividend ratios, size, whether 
the firm has a bond or commercial paper rating. For the constrained firms, cash flow 
has a strong positive effect on investment (as in FHP) and the coefficient of funda-
mental Q is larger and more significant than a corresponding coefficient on the tradi-
tionally measured Tobin’s Q. This suggests that, for these firms, Tobin’s Q may in-
deed be a poor measure of prospective profitability. However, this mismeasurement 
does not account for the significance of cash flow, since that result is present even 
when fundamental Q is used. For the unconstrained firms, there is little evidence of a 
significant cash-flow effect with the fundamental Q measure. The authors interpret 
this result as consistent with the original FHP conclusion: some firms are liquidity 
constrained and rely on cash flow to finance investment.  
 Whited (1992) develops a formal model of investment by a firm subject to financ-
ing constraints. She estimates the Euler equations of this model using GMM meth-
ods for two groups of firms classified depending on whether or not they have bond 
ratings. Within each group, the “shadow cost of external finance” is modeled as de-
pending on the firm’s debt ratio and the magnitude of its interest expense. For the 
group with bond ratings, there is some marginal statistical evidence of financial con-
straint, but the evidence for the non-rated group is overwhelming. In both cases, in-
creases in debt and interest expenses seem to increase the degree to which the firm is 
financially constrained. 
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 In addition to Gilchrist and Himmelberg (1995) and Whited (1992), a substantial 
body of literature has emerged using alternative criteria to classify firms as con-
strained or unconstrained. Much of this literature has found results in support of 
those of FHP. However, we begin by discussing one that disagrees. 
 Kaplan and Zingales (1997) look specifically at the financial condition of FHP’s 

Class 1 firms.
46

 By detailed examination of the financial reports of these firms, they 
find that more than half of the firm-year observations were almost surely not finan-
cially constrained. Moreover, they find that firms within that group that faced more 
extreme financial constraints (for example, firms that were in arrears in payments on 

existing debt) had a weaker rather than stronger effect of cash flow on investment.
47

 
Based on this evidence, Kaplan and Zingales question the importance of financing 
constraints for investment. 
 Devereux and Schiantarelli (1990) examine the effects of cash flow and other var-
iables using firm-level British data. They use size of firm as their main classification 
variable and find that cash flow has a significant effect for all sizes of firms, but 
(counter to FHP) it has the greatest effect for the largest firms. 
 Schaller (1993) uses firm age, the degree of concentration of ownership, and the 
availability of collateral as indicators of the likelihood of financial constraints. He 
argues that information problems will be less severe for older firms and for firms with 
concentrated ownership, where principal/agent problems between owners and man-
agers may be less severe. Having more “standardized assets,” such as those in the 
manufacturing industry, can imply the availability of more collateral, which should 
also mitigate financing constraints. Schaller uses a methodology similar to FHP and 
finds support for the existence of financing constraints based on all three criteria. 
 Several studies have examined the effects of inter-firm affiliations on investment. 
Hoshi, Kashyap, and Scharfstein (1991) look at Japanese firms and classify them as 
members of keiretsu conglomerates and nonmembers. Since keiretsu groups usually 
include a large bank that serves as a source of funds for members, individual affiliates 
are unlikely to be financially constrained. They find that cash flow has a strong effect 
on investment for non-keiretsu firms, but a small and statistically insignificant effect 
for those that are affiliated with a keiretsu. Galeotti, Schiantarelli, and Jaramillo 
(1994) and Schiantarelli and Sembenelli (2000) find similar results for Italian firms, 
classifying firms as constrained or unconstrained by size or by presence of connec-
tions to national or international conglomerates. 
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 This paper is discussed in Romer’s Section 9.10. 
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 Fazzari, Hubbard, and Petersen (2000) respond that the most financially constrained firms 
most likely had to apply any positive cash flow to paying off existing debt, hence were unable 
to use even current cash proceeds for new investment. See also the rejoinder by Kaplan and 
Zingales (2000). 
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 Lamont (1997) uses the dramatic 1986 decline in world oil prices as a natural 
experiment to attempt to identify financially constrained firms. He argues that if fi-
nancial constraints are important, then non-oil-related companies affiliated with oil-
industry firms should have invested less in 1986 than other firms in their respective 
industries. He finds that oil-related affiliates did indeed invest less and that the de-
cline in investment in 1986 was strongest among firms that were subsidized in 1985 
by then-cash-rich oil affiliates. 
 Cash windfalls provide another opportunity to observe the possibility of firms 
changing behavior in response to a change in financial constraints. Blanchard, Lopez 
de Silanes, and Shleifer (1994) look at the behavior of thirteen firms who have recent-
ly received large windfalls from settlements of lawsuits.  They find that these firms 
spent very little of their windfalls on investment, but they attribute this to the relative-

ly distressed condition of the firms.
48

 

Effects of irreversibility, uncertainty, and non-convex adjustment costs 
 Beginning in the late 1980s, major advances occurred in the literature on invest-
ment. These breakthroughs extended the standard neoclassical and q models to relax 
questionable assumptions. Three of the important strands of this literature have dealt 
with (1) the implications for investment of irreversibility—once a factory is built it 
cannot by “unbuilt,” (2) a modification of the adjustment-cost theory to allow fixed 
costs or other nonconvex aspects of adjustment costs, and (3) the effects of uncertain-
ty on investment, which are important in their own right, but especially in combina-
tion with irreversibility and nonconvex adjustment costs. Empirical analysis of these 
issues is still fragmentary, but a flow of studies has begun to emerge. Some of these 
issues are introduced by Romer in Section 9.8. 
 Irreversibility is important for investment decisions because it leads to an asym-
metry between having too little capital (which can be ameliorated through invest-
ment) and having too much (which can only be eliminated slowly through deprecia-
tion). Under certainty, irreversibility would affect a firm that knew with certainty 
that its desired capital stock would fall in the future, as for example when a firm is 
experiencing a surge in demand that is known to be temporary.  
 However, irreversibility becomes even more important when combined with un-
certainty: firms that cannot be sure that current high levels of desired capital are 
permanent will be reluctant to undertake irreversible investment. In a book summa-
rizing the seminal literature, Dixit and Pindyck (1994) describe the effects of irrevers-
ibility under uncertainty in great detail. They show that by investing in capital a firm 
forfeits an “option” to have a lower future capital stock. This option can be valued 
using standard techniques from the analysis of financial options. Because the firm 
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 All of the firms in their sample had values of q well below 1 and most sold off significant 
amounts of assets after the settlement. 
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forgoes this option when it invests, its value should be added to the cost of capital. 
Calibration studies have shown that the additional cost due to irreversibility can be 
substantial. McDonald and Siegel (1986) show that irreversibility may as much as 
double the required return on capital. Majd and Pindyck (1987) show that the pres-
ence of substantial lags in delivery and installation of new capital may increase the 
required return even more. 
 The effects of irreversibility are difficult to observe even in firm-level investment 
data. One testable implication of irreversibility is that increased uncertainty about the 
future marginal product of capital should raise the option-cost of investment, given 
the value of the traditional user cost of capital. This implies a negative effect of in-

creased uncertainty on investment.
49

 A second implication is that the faster is the 
trend growth in a firm’s demand, the less important irreversibility will be. If demand 
is growing rapidly, a new capital project that turns out to be undesirable in the short 
run will soon be justified. In a slow-growing industry, it may take many years before 
demand catches up to a bulge of overinvestment. 
 Ferderer (1993) constructs a measure of the risk premium on long-term bonds to 

measure uncertainty about the prospective marginal product of capital.
50

 He finds 
that aggregate U.S. investment is negatively affected by his uncertainty measure in 
either a model based on Q or in a neoclassical user-cost model. 
 Leahy and Whited (1996) study investment at the firm level, measuring uncer-
tainty by VAR-based forecasts of the day-to-day variance in the firm’s stock price. 
Using a sample of 600 U.S. manufacturing firms from 1982 to 1987, they find that 
their uncertainty measure is negatively associated with firm-level investment, but that 
uncertainty has no statistically significant effect once (average) q is included in the 
equation. They conclude that, in contradiction to the predictions of the irreversibility 
model, any effects of uncertainty on investment work through effects on stock prices 
that are measured in q.  
 Another approach to estimating the effects of uncertainty on investment is to at-
tempt to measure firms’ “hurdle rate,” the expected rate of return required to induce 
them to undertake new investment. For a given level of the traditional cost of capital, 
irreversibility implies that increases in uncertainty should raise this hurdle rate by 
increasing the option-cost component.  
 To use this approach, one must be able to observe, at least approximately, firms’ 
hurdle rates of return. Although no direct data exist on hurdle rates, Pindyck and 
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 Note, however, that there are other theories that predict a negative relation between uncer-
tainty and investment, notably simple risk aversion on the part of firms. 
50

 The risk premium is defined as the difference between the expected yield on a long-term 
bond over a given holding period and the expected return on a short-term bond (or a series of 
such bonds) over the same period. Ferderer uses surveys of expectations of future bond yields 
to construct the expected returns over a six-month holding period.  
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Solimano (1993) and Caballero and Pindyck (1996) attempt to extract information 
about hurdle rates from estimates of the ex-post marginal profitability of capital for 

each period and industry or country.
51

 In theory, the marginal profitability of capital 
should never exceed the hurdle rate, since if it did then investment would increase 
until they were equal. Thus, for any cross-sectional unit, the upper tail of the ob-
served distribution of ex-post marginal profitability may provide information about 
the hurdle rate. These studies use several alternative measures based on observed 
marginal profitability (maximum value, average of top decile values, average of top 

quintile values) to approximate the hurdle rate.
52

 
 Both studies find that high uncertainty (measured by the standard deviation of 
marginal profitability of capital) is associated with industries or countries with high 
hurdle rates by their measure. This is consistent with the predictions of the irreversi-
bility model. Pindyck and Solimano (1993) go further and look at the effect of their 
uncertainty measure on investment. Uncertainty seems to have a strong negative ef-
fect on investment in their sample of developing countries, but among OECD coun-
tries, those with higher uncertainty do not seem to have significantly lower invest-
ment rates. 
 A second issue in modern empirical analysis of investment is the possibility that 
adjustment costs may be nonconvex—the adjustment cost per unit of investment 
may fall with the size of the investment project rather than rising as is assumed in the 
q model. This would lead to fewer, larger investment projects rather than to smooth 
adjustment. 
 Is investment smooth or lumpy? The answer probably depends on the level of 
time and cross-sectional aggregation at which one views the data. The rationale for 
convex-adjustment-cost models, which predict that firms will smooth investment so 
as to avoid large changes, is that new factories and the equipment installed in them 
typically require many quarters (several years) to plan and build. The flow of invest-
ment spending will occur smoothly over this period rather than being concentrated in 
one quarter. This smoothed, gradual response of investment to changes in the cost or 
marginal product of capital is apparent in the studies we have examined using aggre-
gate investment data. 
 However, looked at over longer periods or with finer cross-sectional detail, in-
vestment seems very lumpy, especially investment in structures. Individual firms 
have many years in which their investment in structures is zero. When they do un-
dertake a new investment project (which may last several years), it is typically quite 
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 Caballero and Pindyck (1996) use U.S. manufacturing industries as their cross-sectional 
unit; Pindyck and Solimano (1993) use thirty countries. 
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 Of course, marginal profitability is not observed directly, but must be calculated for each set 
of output and input observations using estimated production function coefficients. 
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large. This evidence suggests that the smoothing outcome predicted by the convex-
adjustment-cost model may not be telling the whole story. 
 An alternative model, described in Abel and Eberly (1994), augments the usual 
convex adjustment costs with a fixed cost that the firm incurs whenever its invest-
ment rate is positive. Such adjustment costs can explain why firms would keep in-
vestment at zero for many periods (to avoid the fixed cost) then invest at a positive, 
but not extremely rapid, rate (to avoid high marginal adjustment costs) when new 

capacity is needed.
53

 
 Abel and Eberly’s model predicts three possible investment regimes for the firm 
depending on the level of q. For very low levels of q, the firm may desire negative 
investment. In this range, a higher q means less desired disinvestment, giving the 
conventional positive relationship between q and I/K. For an intermediate range of q 
values, desired investment will be zero. Within this range, changes in q have no effect 
on investment. For high levels of q, desired investment is positive and the usual posi-
tive investment/q relationship will hold. 
 Barnett and Sakellaris (1998) examine the investment behavior of individual 
firms using an econometric specification that allows for three regimes as discussed 
above. Their findings suggest support for, but not strict conformation to, the Abel 
and Eberly model. They find strong evidence for three distinct regimes for different 
regions of q values. However, the pattern of investment-q sensitivities does not match 
the model’s predictions. First, there are very few zero or negative investment rates 
observed in their sample. This may be due to the aggregation of investment to the 
firm level and to the aggregation together of many kinds of investment goods. They 
find that investment is sensitive to q in all three regimes with the sensitivity increas-
ing with q for very low values, then decreasing in q as q gets larger. This S-shaped 
relationship between I/K and q suggests that investment is most (rather than least) 
sensitive to q at intermediate values. 
 More direct evidence on possible nonconvexities has come from a series of stud-
ies looking at the Longitudinal Research Database (LRD) created by the U. S. Bu-
reau of the Census. The LRD contains panel data on production, investment, and 

other variables at the level of the establishment rather than the firm or industry.
54

 
Doms and Dunne (1998) show that zero investment is much more common at the 
establishment level than Barnett and Sakellaris (1998) found it to be at the firm level. 
Their typical investment episode at the plant level is highly concentrated in a single 
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 Abel and Eberly (1994) also incorporate irreversibility by allowing the price at which the 
firm can sell its installed capital goods to be lower (even after accounting for depreciation) 
than the price at which it purchases new capital goods. 
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 An establishment is a place at which production occurs, such as a factory or complex. Each 
firm may have several or many producing establishments, so the observations of the LRD are 
at a much finer level of detail than other data sets, 
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year, with some spillover into adjacent years but no strong tendency toward smooth-
ness. 
 Caballero, Engel, and Haltiwanger (1995) use the LRD to examine the relation-
ship between investment and the cost of capital. They define “mandated investment” 
to be the amount of additional capital the firm would like to have if adjustment were 
costless. Mandated investment is assumed to depend on the neoclassical cost of capi-
tal. The focus of the study is on the response of actual investment to mandated in-
vestment. They find that actual investment is much lumpier than mandated invest-
ment, which is consistent with a threshold model in which mandated investment 
“builds up” until it reaches a threshold at which the need for new capacity over-
comes the fixed costs of adjustment, at which time the firm undertakes a large plant 
expansion.  
 The fine level of disaggregation and the explicit treatment of dynamics also allow 
Caballero, Engel, and Haltiwanger (1995) to estimate the sensitivity of (mandated) 
investment to the cost of capital without some of the potential distortions that arise 
in more aggregated data. Their estimates suggest that mandated investment is highly 
sensitive to the cost of capital, which contrasts with the weak and delayed responses 
typical of aggregate studies. 
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