
Econ 312

Friday, April 10

Random-Effects Model

Reading: Wooldridge, Section 14.2

Class notes: 129 - 132



Today’s Far Side offering

My calendar has a lot less on it these 
days, but it’s not quite this boring!
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Context and overview

• We presented the fixed-effects model for panel-data estimation in the 
last class (April 8)

• We now consider the random-effects model as an alternative

• It has some advantages over fixed effects:
• More degrees of  freedom

• Allows regressors that do not vary across time

• It also a big disadvantage: It is often inconsistent
• Hausman test can test for this

• We also do a detailed econometric example using panel-data 
estimators
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Setup of random-effects (RE) model

• As before,

• Intercept term differs across cross-sectional units

• In fixed-effects model, we think of  0i as n constants to be estimated

• In random-effects model, differences in intercept across i are random:
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Regression in RE model

• Error-components model: v has pattern of  autocorrelation 
between observations on same i

• Estimate  with correlation of  residuals within units, then do 
feasible GLS
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Assumptions of RE model

• Last assumption is most likely to be problematic
• Is random effect really uncorrelated with regressors?

• Random effect is unobserved variables that have values specific to i

• We would often expect to be correlated with x values specific to i

• RE estimators are biased and inconsistent if  last assumption fails
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Testing for RE vs. OLS: Is var(ai) = 0?

• If  a doesn’t vary across i, then no correlations in v

• Positive ai is positive expected value of  vit for that i

• Estimate with 

• Then estimate

• Test                    (one-tailed) with

• Reject  OLS is inefficient
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Feasible GLS estimator for RE model

• Use OLS residuals to estimate     and

• Calculate

• Quasi-de-mean model to get v* error term that satisfies OLS 
assumptions

• Random effects = fixed effects if   = 1 (as T ) 8
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Problem with random effects

• Unit-specific error term ai represents omitted variables that are 
constant over time within each cross-sectional unit i

• Can we assume that these are independent of  included regressors?
• Probably not in many/most cases

• Random-effects estimator is biased and inconsistent if  not independent

• Hausman test compares results of  RE and FE estimator
• Null hypothesis is that RE is similar and valid

• Reject if  results of  FE and RE differ significantly

• Common practice: Use RE unless Hausman test rejects validity
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Sample application: Seat belts
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Summary statistics
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Glance at data
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Missing data

• Some states are missing data on seat-belt usage

• This is our key regressor

• Are these data missing at random?
• Probably not, but we don’t yet have a solution

• We’ll proceed with caution
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Housekeeping

• Define data as panel: xtset fips year
• Note two state identifiers, state and fips

• State is alphabetical and cannot be used in xtset

• FIPS codes are standardized, numerical codes for states and territories

• Generate lnincome variable

• Spell “usage” correctly: rename sb_useage sb_usage

• Basic regression: 

• regress fatalityrate sb_usage speed65 speed70 drinkage21 ba08 lnincome age
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OLS results
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Anomaly

• Higher seat-belt usage  higher fatality rate

• Why is this happening?
• Are there omitted variables?

• Could some of  these omitted variables vary mostly across states?
• If  so, then fixed effects might proxy for them and eliminate bias

• Use robust option in FE to get clustered standard errors
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Fixed effects results
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Would time effects make sense?

• Might control for changes over time
• Air bags

• Other safety features

• Changes in highway system

• Changes in traffic congestion

• This would be differences-in-differences estimator that ignores 
variation that is
• Purely across states

• Purely over time
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Differences-in-differences results (1)
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Differences-in-differences results (2)
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Random effects results
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Review and summary

• Random-effects estimator saves degrees of  freedom and allows 
estimation of  effects of  pure cross-section regressors if  it is valid

• It is inconsistent if  unit effects are correlated with regressors

• RE model is estimated by feasible GLS using a “quasi-de-
meaning” process based on correlations of  OLS residuals

• Hausman test can be used to examine whether RE estimator is 
consistent
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Know your professor?

Which one of  the following statements is true?

a. I played in a rock band in high school.

b. I have webbed toes.

c. My wife was 14 when we started dating.

d. I have performed in both New York’s Macy’s Thanksgiving Parade and 
Pasadena’s Tournament of  Roses Parade.

e. My first car had 3 cylinders.

f. All of  the above are true.
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What’s next?

• We have now completed our brief  examination of  panel data 
models

• Next topic (April 13 and 16) is one of  the very most important of  
the semester: instrumental-variables (IV) models for dealing with 
endogenous regressors

• We’ll derive an estimator using the method of  moments

• Standard IV method is two-stage least squares
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