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1. Introduction

We studied the effectiveness of several natural language processing methods (text embedding and convolutional neural networks), including existing methods such as ProtVec and DeepFam on protein family classification using two datasets from SwissProt and Clusters of Orthologous Groups (COGs).

2. Text embeddings

Three methods based on text embedding were tested by converting proteins into sentences of trigrams. For example, $s_1 = \text{AAB RDA MEE AAM}$, $\text{ABR DAM EEA}$ and $\text{BRD AME EAA}$. The vectors are then used by a logistic regression classifier to determine whether a protein belongs to a particular family. The first method, ProtVec \cite{3} produces vector embeddings of triplets (or words) of amino acids and sums them up to produce a vector for a protein. The architecture this embedding is shown below with a graph that shows how the amount of training data has little impact on the model.

This lead to the idea that very little context information is extracted by ProtVec. We compared ProtVec to FreqVec, which produces a vector based on triplet frequency and ProtDocVec (shown below), which produces embeddings for the entire sequence. A method similar to ProtDocVec, known as seq2vec, has been independently developed \cite{2}.

3. Convolutional neural networks (CNNs)

There has been substantial work done in using CNNs for NLP \cite{2} \cite{3}. To study how CNNs extract features for protein classification, an established method known as DeepFam \cite{5} (top) was compared to a more typical CNN (bottom).

DeepFam uses the information from the amino acid sequence at many different scales using convolution kernels of different sizes. However, the largest kernel only had a window width of 23 amino acids extracting only low level features. The features are then used together to predict the function of the protein. The second, typical network, attempts to extract higher level features with several layers of convolutions.

4. Results and Conclusion

The accuracy of protein family classification using each of the five methods is shown in the table below for both the SwissProt and COGs datasets.

<table>
<thead>
<tr>
<th>Experiment data:</th>
<th>Method</th>
<th>Accuracy (UniProt/COGs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UniProt proteins, COGs proteins</td>
<td>ProtVec-logistic</td>
<td>0.89/0.81</td>
</tr>
<tr>
<td>Classification:</td>
<td>ProtFreqVec-logistic</td>
<td>0.98/0.98</td>
</tr>
<tr>
<td>1 vs all (logistic), multiclass (CNNs)</td>
<td>ProtDocVec-logistic</td>
<td>0.98/0.96</td>
</tr>
<tr>
<td>Cross validation:</td>
<td>DeepFam</td>
<td>0.96/0.95</td>
</tr>
<tr>
<td>70% train, 30% test</td>
<td>Simple CNN</td>
<td>0.72/0.65</td>
</tr>
</tbody>
</table>

An observation common to many of these methods is that low level features can be powerful enough to classify proteins with reasonable accuracy. This suggests that perhaps the protein family classification is not as difficult as expected. However, there is still work to be done before this can be said with certainty. For example, it is thought that while proteins that have a common near ancestor are easy to classify, those that do not share a common ancestor but have similar functions are more difficult to classify \cite{6}. This hypothesis has yet to be tested using deep learning based methods.
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Low level features can be powerful enough to classify proteins with reasonable accuracy.