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Abstract

This thesis is concerned with Hilbert functions of ideals of finite group orbits, focusing
in particular on abelian and metacyclic groups. Conjecture 16 in Section 4 character-
izes the Hilbert functions that arise from two-dimensional representations of certain
abelian groups, and a proof of the necessity of its conditions is provided. In Section 6,
Proposition 18 gives a bound for the Hilbert function of the orbit ideal of an induced
representation of a metacyclic group. Proposition 21 improves this result in the two-
dimensional case, providing a description of the actual Hilbert function. Conjecture 24
characterizes the three-dimensional representations that fail to achieve the bound in
Proposition 18, while Proposition 25 reformulates this characterization in terms of a

simple number theoretic condition.



1 Introduction

Given a system of polynomial equations f;(z1,...,2,) = 0, our instinct is to describe
the solution set, i.e. the set of points (pi1,...,p,) € C™ that satisfy the system of
equations. But we can also reverse the situation and ask the following question: Given
a subset S of C", what does the set I of polynomials that vanish on S look like? This
thesis is concerned with the case where S is a finite set of points. Moreover, we do not
consider just any finite sets, but only those that have an underlying symmetry in their
arrangement. We impose this symmetry by taking our point sets to be group orbits, and
in particular, we consider abelian and metacyclic groups. Now, there are many ways to
describe the set of polynomials, and we will be concerned with a very coarse one, namely
the Hilbert function. Basically, the Hilbert function tells us how many polynomials of
each degree vanish on S. Since S is a group orbit, it has a certain structural symmetry
that we expect to find expressed in the set of polynomials I. Thus, we should be able
to inspect the group to obtain information about I. In the case where we take our
group to be abelian, I turns out to be a lattice ideal. These ideals are associated with
toric varieties and integer programming, and much is known about them (cf. [1],[12]).
The case of the symmetric group S,, (the group of permutations on n letters) is dealt
with in [8], where the ideal I and its Hilbert function are determined via Grébner basis
methods. Finally, if the group is metacyclic, then I is actually the intersection of several
lattice ideals. Thus, the part of our study that deals with abelian groups is really a
description of certain lattice ideals, while the part on metacyclic groups is concerned

with the behavior of lattice ideals under intersection.

The thesis is divided as follows: In Section 2 we introduce the notion of a group
representation and prove some results on irreducible representations of abelian groups.
We also define metacyclic groups and determine their irreducible representations. In
Section 3 we introduce ideals of group orbits and define the Hilbert function which
will be our main object of study. Section 4 deals with the Hilbert functions that arise
from orbit ideals of two-dimensional representations of abelian groups generated by two
elements. We state Conjecture 16 and show that it provides necessary conditions for
a sequence of positive integers to be such a Hilbert function. In Section 5 we apply
Theorem 13 (which describes the Hilbert function of abelian group orbits) to the case
of cyclic groups, thereby motivating a generalization to metacyclic groups. Section 6

comprises the bulk of this thesis. In Proposition 18 we provide an upper bound for
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the Hilbert function of the orbit ideal of an induced representation of a metacyclic
group. We then look at two-dimensional representations and formulate a description of
the Hilbert function in this case (Proposition 21). Next, we consider three-dimensional
representations and offer a conjecture (Conjecture 24) as to when these representations
fail to achieve the bound in Proposition 18. Finally, we relate the results on metacyclic
groups to the Molien series and provide a discussion of how these results might be

generalized.

2 Representations of Metacyclic Groups

Let G be a finite group. A representation of G on a finite-dimensional complex vector
space V' is a homomorphism ¢ : G — GL(V), from G into the group of invertible linear
transformations on V. In particular, if V = C", then the image of G is a group of
n X n matrices. In practice, we will usually suppress reference to ¢, instead calling V'
the representation, and we will simply think of G itself as acting on V. Thus instead of

¢(g)(v) we will write gv to denote the image of an element of V' under ¢(g).

By a subrepresentation of V' we mean a vector subspace W C V such that W is
invariant under the action of G. We say that V is ¢rreducible if it contains no proper
nonzero subrepresentations. This notion of irreducibility is important because of the

following proposition, which can be found in any text on representation theory (e.g. [9]):

Proposition 1 (Complete Reducibility) Any representation is a direct sum! of ir-

reducible representations.

This says that the irreducible representations of a group are the basic building blocks
out of which all other representations of that group are constructed. Accordingly, the
remainder of this section will be devoted to determining the irreducible representations
of metacyclic groups, which we define momentarily. But first we will develop some results
concerning irreducible representations of abelian groups. These results are necessary for

our work on metacyclic groups, and will also be needed in Section 4.

f V and W are representations of G, then V @ W is a representation in the obvious way: g(v@w) =
(gv) @ (gw).



Irreducible representations of abelian groups

We begin with a basic result:

Lemma 2 (Schur’s Lemma) Let V and W be irreducible representations of a finite

group G. If ¢ : V — W is a G-module homomorphism? then
1. FEither ¢ is an isomorphism or ¢ = 0;
2. If V=W, then ¢ = Al for some X € C.

Proof: It is easily seen that ker(¢) and im(¢) are invariant subspaces of V' and W
respectively. It follows from the irreducibility of V' and W that either ker(¢) = 0 and
im(¢) = W (in which case ¢ is an isomorphism) or ker(¢) = V' and im(¢) = 0 (in which
case ¢ = 0). This proves (1).

Now suppose V. = W. Then since we are working over C, the characteristic poly-
nomial for ¢ has a root A € C, which means that X is an eigenvalue for ¢. Thus the
linear transformation ¢ — Al has a nonzero kernel, so that by (1) we have ¢ — AI = 0.
Thus ¢ = Al. O

Using this lemma we obtain the following nice result:

Proposition 3 All irreducible representations of a finite abelian group G are one-

dimensional.

Proof: Let V be an irreducible representation of G. Now each g in G acts as a linear
map on V, and since G is abelian, these maps are G-linear. Thus we may apply Schur’s
lemma to conclude that each g acts by some scalar multiple of the identity. But then

every subspace of V' is G-invariant, which implies that V' is one-dimensional. O

This shows that the irreducible representations of an abelian group G are simply
homomorphisms ¢ : G — C*, from G into the multiplicative group of complex numbers.
G is finite, so the homomorphic image ¢(G) must be a finite subgroup of the unit circle.

These irreducible representations are given by the characters of G:

Definition 4 IfV is a representation of a finite group G, its character is the function
xv : G — C given by
xv(g) =Tr(glv) VgeG. (2.1)

2A G-module homomorphism p : V' — W is a linear map from V to W that is G-linear: p(gv) =
gp(v) Vg e G,veV.
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That is, xv (g) is the trace of g as a linear operator on V. Note that if ¢ : G — C* is an
irreducible representation of a finite abelian group G, then xv(g) = Tr(¢(g9)) = »(9),
so that the characters are simply the irreducible representations.

By the Fundamental Theorem of Finite Abelian Groups, every finite abelian group

can be written as G = [['_, Z/n;Z for some n; € Z, where n|na|...|n;. Then for each
group element a = (aq,...,at), we define a character x, : szl Z/n;Z — C* as follows:
t
Xa(g1s---,9t) = H exp(2mia;g;j/n;). (2.2)
j=1

Thus each element of G corresponds with a character, and hence with an irreducible

representation of G.

Irreducible representations of metacyclic groups

Definition 5 A metacyclic group is a group G containing a normal cyclic subgroup A

such that G/A is also cyclic.

Perhaps the best known examples of metacyclic groups are the dihedral groups, Da,.
In this case the cyclic subgroup has order n, and the quotient group has order 2.

Now suppose that G is metacyclic, the cyclic subgroup A = (a) has order m, and
G/A = (bA) has order s. Since A is normal, the inner automorphism of G induced by b

restricts to an automorphism of A. Therefore
b~ lab=d" for some r such that (r,m) = 1. (2.3)

The fact that r is relatively prime to m is necessary for o : a’ — b~ la’b to be an

automorphism. Let u be the order of ¢. Then since the powers of o are given by
ok (a) = b Fabk = ark, (2.4)

we have

{rk_l;,—éo (m), l<k<u-—1, (2.5)

™—-1=0 (m).
Since o® is the identity (because b* € A), it follows that u|s, so that r* —1 =0 (m).

Letting ¢ be the smallest non-negative integer such that b* = a’, we also find that

a = (b~ab)! = b7 Lalb = bbb = b = a! (2.6)



so a*"=1) =1 which implies that m[t(r — 1).
In summary, the generators a and b of the metacyclic group G satisfy the following

relations:
a™ =1, b lab=ada", (r,m)=1, b =d', mlt(r—1), m|r*—1. (2.7)

The converse is also true: given the relations above, there exists a metacyclic group G
of order ms with generators a,b. To see this, simply take G to be the matrix group
generated by the elements T (a), T¥ (b) defined below in (2.13) and (2.11) respectively.
As we will see, this group is metacyclic, and it is easy to show that it has the correct

order.

Our strategy in determining the irreducible representations of the metacyclic group G
will be to first identify the irreducible representations of A (which are all one-dimensional
since A is cyclic and thus abelian). Then we will use these one-dimensional representa-
tions to induce representations of the whole group GG. We begin by noting that A has m
non-isomorphic one-dimensional representations, one for each mth root of unity. Calling
these representations Tj, they are defined as follows: Tj(a) = w’ for each i = 1,...,m,
where w is a primitive mth root of unity. Denote the underlying vector space for T;
by L; = Cl;, where we have chosen a basis [; for each L;. In the language of modules,
T; turns L; into a CA-module, where CA is the group algebra. We will now use each

one-dimensional module L; to construct a representation TiG of the whole group G.

The underlying vector space for this new representation will be CG ®ca L;. We turn
this into a CG-module by defining the action of G:

gx®1;) = (92) ®; Vg, x € G. (2.8)

Finally, TZ-G is the representation corresponding to this action. In order to get a better
idea of what this representation looks like, we choose the following basis of CG ®ca L;:
{1 X li7 b® li, ce bs_l (9 ll} Then

btbol)=b"tel;,  0<k<s—2 (2.9)

b rel) =t el=del=10dL; =10 =w' (1) (2.10)
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So the matrix of T.%(b) with respect to the basis above is

(00 ... 0 wi
10 0 O
T¢b)=|0 1 0 0 (2.11)
00 ... 1 0O
Similarly, using the relation b=*ab* = a” we find that
a* @) =t @l =@l = @l =W (W @ 1y). (2.12)
So the matrix of 7.7 (a) with respect to this basis is
o -
0 ™ 0 0
TSa)=| 0 0 o™ ... 0 |. (2.13)
0 0 0 .. W

We now quote several results from [5] concerning the irreducibility of these induced

representations 7.
Proposition 6 T is irreducible if and only if i Z1i (m), 1<j<s-—1.

Proposition 7 Let TZ-G and Tk,G be irreducible. Then TZG and TkG are non-isomorphic if
and only if we have /i Zk (m), 1<j<s—1.

Theorem 8 FEvery irreducible matriz representation of a metacyclic group G is either
one-dimensional or isomorphic to one of the induced representations TiG, 1<i<m, if

and only if, for eachi and j, 1<i<m,1<j<s-—1,
rli =i (m) = ri=i(m).

Corollary Suppose that G is a metacyclic group with generators a and b satisfying the
relations in (2.7), and moreover that s is prime. Then all the irreducible matriz repre-

sentations of G are either one-dimensional or one of the induced representations TZ-G.

Using the concepts from the next section, we can rephrase these results as follows.

Proposition 6 says that 77 is irreducible if and only if the orbit of i in Z/mZ under (r)



has size s. In other words, TiG is irreducible if and only if the diagonal elements of TiG(a)
are distinct. Similarly, Proposition 7 says that TZG and T, kG are non-isomorphic if and only
if Orb(,(7) and Orby, (k) are disjoint, i.e. if and only if the diagonal elements of T (a)
and TkG (a) are not the same?. Finally, Theorem 8 states that every irreducible represen-
tation of G is either one-dimensional or one of the T if and only if [Orby (i)] € {1, s}

for 1 <+¢ < m. The Corollary follows since the size of each orbit must divide s.

3 Ideals of Group Orbits

Suppose that G is a finite group and fix a representation of it on C". Choosing a point

p € C", we make the following definitions:
Definition 9 The orbit of p under G, denoted Orbg(p), is {gp|g € G}.

Note that the orbit of p depends not only on G, but on the particular representation
being used. In practice, however, we simply write Orb(p), leaving the group in question

and its representation to be inferred from the context.

Definition 10 The ideal of Orb(p) is {f € Clx1,...,zn]| f(Orb(p)) = 0} and is de-
noted by 1(Orb(p)).

It is easy to see that the set defined in Definition 10 is in fact an ideal in the
polynomial ring Clz1, ..., z,]. The bulk of this thesis is devoted to describing the ideals
of metacyclic group orbits. Of course, a complete description of the ideal would be
afforded by explicitly characterizing the polynomials belonging to the ideal, or by finding
a finite set of generators for the ideal. (We know that a finite generating set exists since
any finitely generated polynomial ring over a field is Noetherian, and hence all ideals
in a such a ring are finitely generated.) But we can obtain a coarser description of the
ideal by means of the (affine) Hilbert function of the associated coordinate ring S :=
Clz1,...,zp]/1. Let S<4 := Clx1,...,2n]<a/I<q, where the subscript “< d” denotes

restriction to degree at most d.

Definition 11 The (affine) Hilbert function of S is the function H : N — N defined
by
Hs(d) = dimc Sgd = dimc C[xl, cee ,xn]gd - dimc I§d~ (31)

31t is easy to see that the two orbits are either identical or disjoint.
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Thus if I = I(Orb(p)), then the dth value of the Hilbert function defined above is
the codimension in C[z1, ..., zy]<q of the subspace of polynomials of degree at most d
which vanish on the orbit of p. Since dimg Clz1,...,2p]<qd = ("gd), knowing the Hilbert
function of S is equivalent to knowing the dimension of I<4 for all d > 0. We thus often

refer to Hg as the Hilbert function of I.

Proposition 12 For all d sufficiently large, the Hilbert function of I is given by a
polynomial in d (cf. [4]).

By definition, the degree of the polynomial in Proposition 12 is the dimension of V(1),
the affine algebraic variety* defined by I. Since finite group orbits are zero-dimensional
algebraic varieties, the Hilbert function of the ideal of such an orbit is eventually con-
stant. It turns out that this constant value is the number of points in the orbit (see [7]),
which is just the order of the group G if we require that the action of G is faithful and

choose a generic® point p.

4 Two-Dimensional Representations of Abelian Groups

Recall from Section 2 that every m-dimensional representation of a finite abelian group

G = szl Z/n;Z is equivalent to a representation of the form

Xai(9) 0
0 Xa(9)
g . .
| 0 0 o Xam(9) ]
where a; = (a;1,...,ai) € G and Xq, is the character of G corresponding to the group

element a;. We have the following theorem:

Theorem 13 (Glassbrenner, Perkinson) The Hilbert function of the ideal of the

orbit of a generic point p € C™ under the above representation of G is

H(d):#{ZeiaieGeiZOforizl,...,m and Zeigd}.

i=1 =1

4The affine algebraic variety defined by an ideal I is the zero set in C™ of the polynomials in I. Since
I is finitely generated, this zero set is actually just the solution set of a finite system of polynomial

equations.
5A point p is generic if the values of the Hilbert function do not vary when p is perturbed. The

Hilbert function is the same for all generic points.



Furthermore, 1(Orb(p)) = (2¢ — 2% | Xe:a = Xet-a), where z€ == x5 ... xlm for e € N™

and a := (ay,...,ap).

This theorem is proved in [2] by looking at the ranks of certain matrices whose
columns are the characters of G. In that thesis, Campbell examines the case of two-
dimensional representations of finite abelian groups generated by two elements a and b.
He shows that such a group can be written as G = Z/n1Z x Z/nyZ with nq|ng, and
then gives a geometric interpretation of the Hilbert function described in Theorem 13.
In effect, he provides an algorithm for constructing an L-shaped region from a given
two-dimensional representation of G. This construction proceeds as follows. First define

a homomorphism ¢ : Z2 — G by ¢(u,v) = ua + vb. Then define an order < on 2220:
(u,v) < (W) <= ut+v<uv +v oru+v=1u+v" and v <. (4.1)
Finally, define the region R for (G, a,b) using the following algorithm:
1. Set R = Zzzo-

2. Choose the smallest (u,v) € R (according to <) such that 3 (u/,v") € R with
(u',v") < (u,v) and p(u,v) = p(u’, ).

3. Remove (u +m,v +n) from R for all m,n > 0.
4. Repeat 2 if possible.

Campbell then proves that ¢ restricted to the region R thus produced is a bijection

onto the group GG. We illustrate this construction with the following example.

Example 14 Consider the two-dimensional representation of Z/12Z corresponding to

the generators a = 5,b = 2. At each point of Z220 we place the value of ¢ at that point:

0 5103 8161149 2 70
103 8 1 6114 9 2 7 0 510
8 1 6114 9 2 7 0 5103 8
6 11/14 9 2 7 0 5103 8 1 6
4 912 7 0 5103 8 1 611 4
2 710 5103 81 6114 9 2
0 5103 8 1|6 114 9 2 7 0
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The region R for (Z/12Z,5,2) is the boxed portion above. It was produced by
starting at the lower left corner (at (0,0)), and proceeding along successive diagonals
(from (d,0) to (0,d) for the dth diagonal). Whenever a group element is encountered
for the second time, that point is removed along with all of the points above and to the
right of it. O

Definition 15 A point (u,v) € ZZZO\R is a boundary point for R, if for all (m,n) €
Z%o\{(o, 0)}, (u—m,v—n)e 2220 = (u—m,v—n) € R.

In Example 14, the boundary points are (6,0),(2,1) and (0,4). Campbell observes that
a region has at most three boundary points®, and that it is determined by them. Thus,
the L-shape that appeared in our example was no accident: all regions are L-shaped (or
rectangular, which we think of as a degenerate L).

Let H be the Hilbert function for the ideal of the orbit of the two-dimensional
representation of G obtained from the characters y, and x. Then the region R for
(G,a,b) gives a geometric interpretation of H. Namely, the dth diagonal in R (taken
from (d,0) to (0,d)) corresponds to the linear combinations eja + eab with e; 4+ e3 = d.
But these are exactly the linear combinations being counted in Theorem 13. Thus H(d)
is the number of elements in diagonals 0 through d of R. The Hilbert function of the
representation in Example 14 is then H = 1,3,6,9,11,12,12,....

The problem that we would like to solve is to give an explicit characterization of
the Hilbert functions that arise from two-dimensional representations of finite abelian
groups generated by two elements. Given the correspondence between Hilbert functions
and regions, one would hope that the consideration of these regions would shed light
upon which Hilbert functions are possible. This line of thought leads to the following

conjecture.

Conjecture 16 The Hilbert functions that arise from two-dimensional representations
of finite abelian groups generated by two elements are precisely those with a first differ-

ence’ of the form:
C

AH=1,2,....n,....,7,m1,...,my (4.2)

with n,c > 1, and such that the m; satisfy the following conditions:

SThis fact is easily seen by a translation argument of the type described in the proof of condition 1

of Conjecture 16 below.
"AH(d) := H(d) — H(d — 1), and we define AH(0) = 1. Note that we only list the nonzero values

of AH.
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I.n>mi>mg>...>mp>1;
2. mp=1or2;

3. the first difference of the tail sequence {n,mi,ma,...,my} must have the form®
P q T

{-1,...,-1,-2,...,-2,—1,...,—1} wherep+q+r=k+1 and p,q,r > 0.

First of all, note that a region’s L-shape immediately implies that every possible
Hilbert function has a first difference of the form given in equation (4.2) with the tail
sequence n,mi, ..., my decreasing (but not yet strictly decreasing). This is because
AH(d) is the number of elements in the dth diagonal of R. It is therefore clear from
consideration of the L-shapes? below that AH must increase strictly for awhile, then
level off for awhile, and finally start decreasing again, eventually reaching zero. (Of
course, “awhile” here may in fact be only one step, so we must include the possibility

that n or ¢ may be 1.)

n
°
o 0
)
—_——
C
n
——
C
8We include the difference 0 — myj, = —my, as the last value of this first difference.

9These are actually the only two types of L-shapes that need be considered: either the diagonals
cross the “middle” boundary point first, or they cross an “end” boundary point first. If the diagonals

cross both types of boundary point at the same time, then ¢ = 1, and the two diagrams coincide.
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Moreover, it is clear that the tail sequence can level out at most once, and otherwise

has to decrease strictly. Thus it has the form
n>mp > >M; = Mg = = Myt > Mypjq1 > 0 > My

for some i =1,...,k, and j =0,...,k —i. We say that the tail sequence has a plateau
if 7 > 0. Now our tail sequence can only have a plateau if one leg of the corresponding
L-shaped region is sufficiently longer than the other. Thus in order to prove the necessity
of condition 1 in Conjecture 16, we will prove that the tail sequence has no plateau by

showing that one leg of a region can’t be too much longer than the other.

Proof of the necessity of condition 1: Suppose we have a region R that corresponds

to a Hilbert function whose tail sequence has a plateau:

(0,9)
o

. . (P —2,0) a o ¢ (p,0)
(0,0) (r',0)

Then the diagonal through (p — 2,0) must not intersect the other leg. The equation of
this diagonal is:
y=—-x+p—2. (4.3)

Then the y-coordinate of this diagonal must be at least ¢ at x = u — 1:
—(u—1)+p—-2>¢q=p>q+u+l. (4.4)

Thus p > u+ q. Now since the point (0, q) was removed as R was constructed, it follows
that there is a point (p/,¢’) in R such that (p,¢") < (0,¢) and ¢(p,¢") = ¢(0,q). This
point (p',¢') must be on or under the diagonal through (0, ¢), and in fact it must be on
the lower edge of R (¢’ = 0). For if ¢’ > 0, then

©(0,g—1) = ¢(0,q) —¢(0,—1) since ¢ is a homomorphism
= o', qd) = »(0,-1)

= o.d-1).
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But this contradicts the fact that ¢ is a bijection from R onto the group, since both
(0,g—1) and (p’, ¢’ —1) are in the region. Thus ¢’ = 0. This argument can be summarized
geometrically: if two points in Z? are preimages under ¢ of the same group element,
let w be the vector pointing from one to the other. Then any two elements separated
by w in Z? correspond to the same group element under ¢. It is easy to see by this
translation argument that (u, v) corresponds to the same group element as (0, 0), namely
the identity. Thus any two elements in R separated by a linear combination of the vectors
(u,v) and (p’, —q) correspond to the same group element. Since R is in bijection with the
group, the existence of two such elements will be a contradiction. I claim that (u+p’,0)
and (0,q — v) are two such elements. Since p > u + ¢, and p’ < ¢, they are both in R.

Moreover:

(u+p,0)=(0,g—v) = (u+p,v—gq)
= (u,v) + (9, —q).

This contradiction shows that a region cannot have one leg long enough to yield a plateau

in the corresponding Hilbert function. This proves the necessity of condition 1. O

Condition 2 of Conjecture 16 is easily seen to be necessary: my is the number of
elements in the last diagonal intersecting the region. But this last diagonal either just
catches the upper right corner of one leg (in which case my=1), or it catches the corners
of both legs (in which case my = 2).

In order to show the necessity of condition 3, examine the following generic region:

+1
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The diagonals drawn above serve to distinguish the several different second difference
regimes of the region'®. The number displayed in each regime is the value of A%H (d)
for all d indexing diagonals in the regime (including the upper boundary diagonal of
the regime). Moreover it is easy to convince yourself that these are the only possible
regimes for a region (remember that condition 1 rules out a second regime with second
difference 0). This establishes the necessity of condition 3.

Note that by starting in the upper right hand corner of the vertical leg, we can
construct an L-shape with regimes of length p,q,r, for any choice of p,q,r > 0, as
long as at least one of p,q,r is nonzero. Then since (in the notation of Conjecture 16)
p+2g+r = n, all that is left is to choose ¢, and then the sequence corresponding to the
constructed L-shape is determined. Thus there is a correspondence between sequences
allowed by the conjecture and four-tuples of integers (p,q,r,c) where p,q,7 > 0, p +
g+r=k+1>1and c>1. The correspondence is not well defined if ¢ = 0, however,
because (p,0,r,¢) yields the same sequence as («,0,3,¢) for all a, 3 > 0 such that
a+ 8 = p+r. We remedy this ambiguity by always choosing the four-tuple of the form
(p,0,0,¢). Thus we have a one-to-one correspondence between allowed sequences and

four-tuples in S, where
S = {(p,q,r,c) IS Zéolcz Lp+qg+r> 1,and7’:Oifq:O}. (4.5)

Given (p,q,r,c) € S, we know immediately what the first difference of the corre-
sponding allowed sequence H looks like. But we would like to know the total number

of points NV in the orbit, i.e. the sum of the first differences of H:

N = Y AH@d)=142+-+nm—1)+cen+mi+my+--+my
d=0

— Ln;l)+cn+(1—|—---+’r)+[(7"+2)+(7"+4)+"'+(7"4‘2(1)]
Fr+2¢+1)+(r+2¢+2) 4+ (r+2¢+p—1)]
r(r+1)

1
p+2¢+r)p+2q+r—1)+clp+2¢+7)+ 5

5( + qr
plp—1)
2

= P +32+r +4pq+2pr +3qr + (c— 1)(p+2¢ +7). (4.6)

+q(g+ 1)+ (p—1)(r+29) +

We can now reformulate our conjecture:

0The other type of region (where the diagonal first crosses a “middle” boundary point) yields the

same second difference regimes.
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Reformulation of Conjecture 16 The Hilbert functions arising from two-dimensional
faithful representations of abelian groups of order N generated by two elements corre-

spond to the solutions (p,q,r,c) € S of the polynomial equation (4.6).

We have shown that the conjecture provides necessary conditions for an increasing
(but eventually constant) sequence of positive integers to be the Hilbert function for
a two-dimensional representation of an abelian group generated by two elements. In
order to show sufficiency, we would like to start with a sequence (p, q,r,¢) € S and work
backwards to find an abelian group generated by two elements whose representation has
the Hilbert function (p,q,r, c). We begin with the case ¢ = 0.

Given a sequence (p,0,0,c)€ S, we need to find a two-dimensional representation of
an abelian group of order N = p? + p(c —1). We claim that the representation of Z/NZ
obtained by choosing the generators a = p, b = 1 has (p, 0,0, ¢) as its Hilbert function.
The region R for (Z/NZ,1,p) is a rectangle of height p and width (p + ¢ —1):

p—1 2p—1 o pPPAple—1) -1
p—2 2p—2 o pPaple—1) =2
2 p+2 o PP aple—2)+2
1 p+1 “e p?+plc—2)+1
0 p S P>+ p(c—2)

Thus we have
AH=1,2,....,p,....,0,p—1L,p—2,...,1.

This sequence is just (p,0,0,c).

Note that sequences in S have a symmetric first difference if and only if ¢ = 0. Since
the ideals we are concerned with have a Hilbert function with symmetric first difference
if and only if they are gorenstein (cf. [6], [10]), we have shown that the sequences in S
with ¢ = 0 correspond to gorenstein ideals.

Now suppose that we are given a sequence (p, 1,7, ¢) € S. Then we are searching for

a group of order

N = pP4+r242r+4p+3r+3+(c—1D(p+2+7)

(p+r+2)p+r+c+1)—r—1.

The representation of Z/NZ obtained by choosing a = p+r+2, b = 1 yields the desired
Hilbert function. This is because the region R is then the rectangle of height (p+r+2)
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and width (p +r 4+ ¢+ 1) with a strip of width 1 and length r 4+ 1 removed from the

right side:
p+r+12p+r)+3 - P+p+r+1
p+r 2p+r)+2 .- P+p+r
p 2p+r+2 - P+p (P:=(@+r+2)(p+r+c)
1 p+r+3 - Pi1
0 p+r+2 P

We then have:

C
AN

AH=1,....p+2+4+7r,....,p+2+r,p+2+r—1,....24+r,r,r—1,...,1,

which is (p, 1,7, ¢).

For larger values of ¢, it is unclear how to construct the desired representation. Cer-
tainly not all sequences can be achieved using cyclic groups. For example, the sequence
with first difference AH = 1,2,3,4,2 (which corresponds to (p,q,r,c) = (0,2,0,1))
cannot be obtained with Z/12Z, but it is the first difference of the Hilbert function of
the representation of Z/2Z x Z/6Z with (a,b) = ((0,1), (1,5)).

5 Cyclic Groups

Fix an arbitrary diagonalized n-dimensional representation of Z/mZ. This representa-

tion has the form

w9 0 ... 0
0 w® ... 0
e : (5.1)
0 0 ... w™ |
for some a; € {1,...,m}, where w = e’n' . Theorem 13 says that the dth value of the

Hilbert function of the orbit ideal of this representation is the number of elements of
Z/mZ obtainable by adding together at most d of the a; with repetition allowed. In
an effort to understand what the theorem is counting and why it is true, we define an

action of Z/mZ on the polynomial ring R := Clzy, ..., xy].



17

Definition 17 Let G be a finite group, and fix a representation of it on C™. We define

a representation of G on R := C[x1,...,x,] by composition:
gF :=Fog VgeG,F €R. (5.2)

In terms of this action, the dth value of the Hilbert function for I(Orbg(p)) is the

codimension in R<, of
{F € Rcq|gF(p) =0 VgeG}.

Let 7 be the image of 1 € Z/mZ under the representation given in (5.1). Since
the action of 7 on C" is diagonalized, it is also diagonalized on Rjp, so that z; is an

eigenvector for 7 with eigenvalue w® for ¢ = 1,...,n. Define the eigenspace
Rgd(wj) = {FERSd’TF:ij}. (5.3)

Then R<y = @;71:—01 R<q(w’), and we can write any F' € R<, uniquely as F = Z;ﬂ’;ol F;
with F; € R<4(w’). The condition that F' vanish on the orbit of a generic point p € C"
is that 0 = F(77(p)) = (7 F)(p) for j =0,...,m — 1. We can write these m conditions

as one matrix condition:

L 1 1 1] me |

1 2 3 wm1 Fi(p)

1w (W2 (WP (w?)mt Fa(p) | =0 (54)
I iy R Ui (W™=t [ Fna(p) |

This is a Vandermonde matrix and is thus nonsingular. What this means is that F
vanishes on the orbit of p under 7 if and only if Fj(p) = 0 for j = 0,...,m — 1. This
places one condition on each non-trivial eigenspace of R<4. Since the dth value of the
Hilbert function is the number of independent vanishing conditions on the polynomials

of degree less than or equal to d, this analysis shows that
H(d) = the number of nontrivial eigenspaces for 7 in R<.

To see how this result is just a restatement of the theorem on abelian groups, note
that the eigenvalues for 7 (the mth roots of unity) are in obvious one-to-one correspon-

dence with the elements of Z/mZ. When we multiply polynomial eigenvectors together
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we obtain a new eigenvector with eigenvalue equal to the product of the old eigenvalues.
But multiplying mth roots of unity corresponds to adding the exponents modulo m,
and these exponents are simply the group elements. Thus the number of group elements
obtainable by adding up to d of the a; together with repetition allowed is the same as
the number of nontrivial eigenspaces in R<,4. This interpretation of Theorem 13 suggests

a generalization to metacyclic groups.

6 Metacyclic Groups

Suppose that we have the following presentation of a metacyclic group G:
G={(a,bla™=1,b"Yab=d",b* = d'), (6.1)

where m,r, and s further satisfy the conditions in (2.7). We will begin by looking
at irreducible representations. Theorem 8 says that under certain conditions (and in
particular if s is prime) all the irreducible representations of G are either one-dimensional

or one of the induced TZ»G given by:

wt 0 0 ... 0 0 0 Wit

0 o™ 0 ... 0 10 ... 0 0
TSa)=| 0 0 o™ ... 0 |, T°®)=|0 1

0o 0 0 .. W' 00 ... 1 0

Fix such an induced representation. Then if p € C? is a generic point, the conditions
that F' € R<4 vanish on the orbit of p under G are that F' vanish on the orbit of
(T€ (b)) (p) under T (a) for j = 0,...,s — 1. In other words, the ideal of the whole
orbit is the intersection of the ideals for the s cyclic orbits. As before, the Vandermonde
trick works for each of the cyclic orbits, so that the condition that F' € R<4 vanish on
one of the cyclic orbits places one condition on each of the non-trivial eigenspaces of
R<g4. Putting all the cyclic orbits together, we get s conditions on each of the nontrivial
eigenspaces. This analysis yields an upper bound on the Hilbert function of the orbit

ideal, as shown in the following.

Proposition 18 The Hilbert function for the orbit ideal of an induced representation

T of the metacyclic group G (as presented in (6.1)) satisfies the following upper bound:

H(d) < Z dim Reg(w’) + as

dim Rgd(oﬂ')<s
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where « is the number of eigenspaces for TiG(a) of dimension greater than or equal to s

in R<g.
Proof:
H(d) = dimR<4—dimI<4 where I is the orbit ideal
= mz_l dim Reg(w?) — Z (dim Reg(w’) — ¢;)
Jj=0 dim R<4(w?)>c;

where ¢; < s is the number of independent conditions placed on R<j(w?). Clearly the

second sum is least if ¢; = s for all j. In this case we have

m—1
Hd) < Y dimRegw’) - > (dimR<g(w’) - s)
7=0 dimRSd(wj)ZS
= Z dim R<g(w?) + as. O
dimRSd(wj)<s

So the question is: when are the conditions obtained by concatenating all the con-

ditions from the s cyclic orbits independent? In order to investigate this question,

we first introduce some notation. For any vector e = (e1,...,es) € N°, we define
z¢ = 2{'z$? ... 2% . Each eigenspace R<4(w’) has a basis consisting of a finite collec-

tion of monomials. Let E]C-l be the collection of exponent vectors corresponding to these

monomials. That is:

s
Ej‘-i ={eeN*|e- (i,ir,ir?,...,ir* 1) =j (m) and Zel < d}.
I=1

Let 7 = T (a) and o = T (b). Then by definition, for all e € EJ‘-l we have 72¢ = w/z®.
We also have oz¢ = wi®12¢ where é = (eg,e3,...,e5,¢1). Let {eF 1_, be the degree-
lexicographic enumeration of E}i. Then any F' € Rgd(wj ) can be written uniquely as
F = ZZ:1 aka:ek. The conditions that F' vanish on the G-orbit of a point p € C* are
that (0/F)(p) = 0 for j = 0,...,s — 1. These can be expressed as the single matrix

condition:
- 1 2 ,Y N - —
e e e
X Xz e xr ai
itel ol ite2 o2 I
wztel 1 wztel ¢ L wztel 2 a3
=0 (6.2)

ztzl 1el$ ztzl 1elgj ztzl 1el$ i Gy ]
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where there are ¢—1 hats above the exponent vectors in the gth row. Denote this matrix
by Z;-l. Then we wish to determine when E;l has full rank. The following example shows

that this is not always true, i.e. the s conditions are not always independent.

Example 19 Consider the dihedral group of order 14:

2

Dy ={(r,o|t"=0?=1,0 70 = 1). (6.3)

We examine the irreducible induced representation T: 3D 4,

w30 0 1
T = , 0 .
0 ot 10

What follows is a decomposition of R<4 into eigenspaces for the action of 7:

Ry Ri Ry Rz Ry
1|1 Ty x2y?
w y? xy?
w2 By
w3 x 2y
W y ry?
WP T
WS z? 3y

iJFrom Proposition 18 we see that the following sequence is an upper bound for the

Hilbert function at each step:
1,3,6,10,14,14, ... (6.4)

The matrices showing the action of ¢ on various eigenspaces are given below:

2 y :ny2]

1
Z% = o ) »3 = ) 23 =

1 zxy Yy xy? r 2’y

All of these clearly have determinant zero. In fact, in each case the second column is

just the first column multiplied by the monomial zy. O

Suppose that some submatrix of the matrix E;l in (6.2) has determinant zero. Then
the columns of this submatrix are dependent in the sense that there exists a vector with

polynomial components such that the dot product of this vector with each row of the
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submatrix is zero. It is difficult to characterize what sorts of relations can exist between
the columns of the matrix, because it is unclear at the outset what monomials make up
the first row. That is, we don’t know what the set E]C-l looks like. As should be expected,
things simplify in the 2 x 2 case. Accordingly, to get some purchase on this problem, we

look first to the case where the quotient group G/(a) has order s = 2.

6.1 The two-dimensional case

Fix an induced representation TZG for a metacyclic group G with s = 2. Choose an
eigenvalue w’ for the action of 7, and let d be the least integer such that |ch£| > 2.
Suppose that the matrix E;l corresponding to the action of o on Rgd(wj ) (as constructed
in (6.2)) has rank less than 2. Then all the 2 x 2 submatrices of E? have zero determinant,
in particular the submatrix formed by taking the first two columns. This matrix has the
following form:

M= P a:a/yﬁ/

/

. A
wztax,@ya it :EB ya

where (a, 3) and (/, 8’) are the first and second elements in the degree-lexicographic

enumeration of E;j. We are assuming that M has zero determinant:

0 = det M = wite/ go+B yo'+8 _ jitago/+8 ath’

which yields the following two conditions:

o —a=0 -p=:k.

This shows that :Ea/yﬂl = zFyFzoyl. But then zFy* must have eigenvalue 1 under 7.

Recalling that 72 = w'z and Ty = W™y, we see that:
aFyk = 7 (aFyk) = IRk s k(14 7) =0 (m). (6.5)

Also:

ita/ ita

Wi = Y = YR =1 = ithk=0 (m). (6.6)

Let k be the least positive integer satisfying (6.5) and (6.6). Note that we have de-

pendence of conditions if and only if (xy)* is the only nonconstant eigenmonomial with
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eigenvalue 1 of degree less than or equal to 2k. This is because all 2 x 2 minors of the ma-
trix E? must be zero, and if 2%y® were another such eigenmonomial, then the 2 x 2 minor
obtained by taking the first column and the column corresponding to z®+?y5+? would
be nonzero. On the other hand, if (xy)* is the only nonconstant eigenmonomial for 1,
then we have dependence of conditions in R<gr(1), i.e. 3% has rank 1. We summarize

this discussion in the following proposition:

Proposition 20 If G is a metacyclic group with s = 2 and parameters (m,r,t), then
the Hilbert function of the orbit ideal of the representation TZ-G achieves the bound in
Proposition 18 if and only if the following condition is satisfied:

If k is the least positive integer solution to the congruences (6.5) and (6.6), then
there are nonnegative integers a,b (not both equal to k) such that 1 < a+b < 2k and
ila+br)=0 (m).

Using Proposition 20 we can determine the actual Hilbert function for any metacyclic
group G with s = 2. To do this, first define an equivalence relation on each eigenspace
Reg(w?):

xayﬂ ~ :L,oc’y,@’ i xo/yﬁ’ _ xkykl,ay,@
for some integer k satisfying (6.5), (6.6). Let Eij‘-l denote the set of equivalence classes in

E]d. Now Proposition 18 says that

H(d) < Y min{|EY],2}.
J

3

Il
=)

But the discussion leading up to Proposition 20 shows that H achieves this bound
unless an invariant monomial of the form (zy)* prevents it. But we can say more: in
determining the number of vanishing conditions placed on Rgd(wj ), we should treat two
monomials related by such an invariant monomial as the same. That is, we should be

counting the number of equivalence classes in Rgd(wj ), not the number of monomials.

Proposition 21 Let G be a metacyclic group with s = 2. Then the Hilbert function of

the ideal of the orbit of a gemeric point under TiG is given by

—_

m—

Z min{|EJ|,2} Vd > 0. (6.7)

J=

H(d)
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Example 22 We will determine the actual Hilbert function of the representation T3D 14
considered in Example 19. First we must extend the decomposition into eigenspaces a
bit further:

Ry Ri Ry R3 Ry Rs Rs Ry
111 Ty 2292 20yS 27 47
w Y2 eyd 2 22yt Sy
w? Byt oty xS 2By
w3 T 22y 23y S atyB
ol y 1y 223 1S 2yt
WP vt a2y ok

W6 22 By P ahy? xS

Now Proposition 21 tells us to determine H(d) by counting monomials in R<4 modulo
factors of the form (zy)*, since any integer k satisfies (6.5) and (6.6). Clearly every
equivalence class has a unique representative of the form x¢ or y?. Thus to determine the
Hilbert function, we only need to count how the powers of x and y appear. Inspection of
the decomposition above reveals that they appear two at a time, so the Hilbert function
is:

H=1,3,57911,13,14,14,... O

6.2 The three-dimensional case

In this section we consider three-dimensional induced representations TiG of metacyclic
groups with ¢t = 0:
G={a,bla™=1,3=1,b"tab=a").

Of course, 73 =1 (m) and (r,m) = 1. The condition that ¢t = 0 means that these groups
are semi-direct products. A computer search was conducted using CoCoA (cf. [3]) in

the range

3<m <15
1<r<m-—1

1<i<m-—-1

to find representations whose Hilbert functions do not achieve the bound presented in

Proposition 18. We will refer to such representations as nonstandard. The search resulted
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in a list of nonstandard cases for m = 7,13, 14. After sorting this list into isomorphism
classes (where by Theorem 7 two representations are isomorphic for given m,r if their
exponent sets {i,ir,ir?} are the same mod m), we are left!! with two nonstandard
representations for m = 7, four for m = 13, and two for m = 14. We work out one of

the nonstandard representations for m = 7 in detail.

Example 23 Consider the representation TIG of the metacyclic group G indexed by
parameters (m, s,r,t) = (7,3,2,0). Using CoCoA, we find that the Hilbert function is

H=1,4,10,19,21,21,... (6.8)
We have:
w 0 0 0 0 1
_ 7G _ 2 _ G _
T 1= Tl (a) - 0 w O ) o= 1 (b) - 1 0 O
0 0 wt 010

A decomposition of R<3 into eigenspaces for 7 is as follows:

Ry Ry Ry Rs
1|11 TYZ
w r 22 v’z
w? y rz?
w3 vy 3, y2?
w z oy z2y
W vz xy?, 23
W yz x%z,y3

Then Proposition 18 gives the following sequence as a bound for H:
1,4,10,20,21,21,...

Comparison with (6.8) shows that this representation is nonstandard. We would like to
determine the cause of the decreased Hilbert function.

The matrices E? (as in (6.2)) have full rank for 1 < j < 6,1 < d < 3. For example:

x 22 y’z
Si= 1y 22 220 | and det S} =ady + ¢z + 20x - 307y
z y? 2y

" Notice that the representation indexed by the parameters (m, r,4) is isomorphic to the representation

indexed by (m,r?,1).
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But Z% has rank 1:

1 zyz
=11 ayz
1 zyz

Thus the vanishing conditions imposed by the action of ¢ yield only one condition
on R<3(1), which has dimension 2. So while we expected to obtain no polynomials in

R<3(1) vanishing on Orb(p), we do in fact get one, namely:

LYz — P1p2ps3-
This unexpected cubic polynomial causes H(3) to decrease by one. O

The other nonstandard representation with m = 7 is T3G for the same group G as
in the previous example. The situation is the same: the first nonconstant monomial
eigenvector for 7 with eigenvector 1 is zyz, and all other such eigenvectors have degree
at least four. When we let the quotient group of order three impose its conditions on

the eigenspace R<3(1), we get only one condition
Azxzyz+ B =0,

and thereby the expected value of H(3) decreases by one. Notice that this situation
will always result in a nonstandard representation. The question is then whether a
representation can be nonstandard for any other reason.

In fact, this situation can occur even if xyz does not have eigenvalue 1, provided that
(xyz)* does for some k. The condition that (zyz)¥ is an eigenvector with eigenvalue 1 is
equivalent to the condition that ik(1+7r+7%) =0 (m). Solving this congruence (with
k = 1) for m = 7,13,14 yields precisely the r and i-values produced in the computer
search.

The values m = 3,r = 1 also solve the congruence. So why doesn’t the metacyclic
group (m,s,r,t) = (3,3,1,0) have a nonstandard representation? Inspection of the
representations TiG for this group reveals that while zyz is an eigenvector with eigenvalue
1, so is every monomial of degree 3. This gives enough monomials so that 28 has full
rank. Evidently, we need to include in our condition the fact that (xyz)* must be at

most the second nonconstant eigenvector. This is because a single additional monomial
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eigenvector with degree < 3k isn’t enough to make the conditions independent:

(zy2)*

(zyz)k | =0.
(zy2)*

™

det

T
8 8 8

™

This leads us to the following conjecture:

Conjecture 24 The only nonstandard induced representations of metacyclic groups
with s = 3,t = 0 correspond to m,r, and i-values such that if k is the least positive

integer with a = b =c =k a solution to the congruence
i(a+br+cr?)=0 (m),
then there is at most one other solution with 1 < a+b+ ¢ < 3k, and a,b,c > 0.

Note that this generalizes the two-dimensional result stated in Proposition 20.

A C-program was written to find all such (m,r,i)-values for m < 100, and they
are listed along with their associated k-values in Appendix A. Using CoCoA we have
checked that these account for all nonstandard representations with m < 71.

The condition in Conjecture 24 can be recast in a particularly simple form:

Proposition 25 Fiz a positive integer m. Then the following two statements are equiv-

alent:

1. There exist positive integers r,i satisfying 1 < r,i < m;(r,m) =172 =1 (m),
such that if k is the least positive integer with a = b = ¢ = k a solution to the
congruence

i(a+br+cr?)=0 (m), (6.9)
then there is at most one other solution with 1 < a+ b+ ¢ < 3k, and a,b,c > 0.

2. m s divisible by a prime congruent to 1 mod 3.

Proof: Suppose that (m,r,i) satisfies (1). Then I claim that (m/,r, 1) also satisfies (1),
where m/ = (zmT) This is because the solutions to (6.9) are the same in both cases. As a
partial converse, it is also true that if (m,r, 1) satisfies (1), then so does (m,, i) for any
i relatively prime to m. Using these facts, it will be sufficient to consider representations

with 7 = 1.
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We begin by taking m to be a prime power p®. There are three cases: p = 3;
p= 2 (3);p=1 (3). First suppose that p =2 (3). Then the multiplicative group
(Z/p°Z)* has order

() =1 p—1)

which is not divisible by 3. By Lagrange’s Theorem, (Z/p°Z)* has no subgroup of

order 3, so that the only choice for r is 1. Then we must determine the least k such that

3k =0 (p°). Clearly k = p°, which means that there are many solutions a,b, c. For

instance a = p®,b = c =0, and a = b = 0, ¢ = p° both work. Thus (1) does not hold.
Now suppose that p = 3. Then (Z/3°Z)* has order

p(3°) =231

Thus if e = 1 then there is no subgroup of order 3, and we must have r = 1. A before,
there are many solutions, so (1) does not hold. If e > 1, then since (Z/3°Z)* is cyclic,
there is a unique subgroup of order 3. Let ¢ be a generator for this subgroup (i.e. a
nontrivial cube root of unity), so that r € {1,¢,¢(?}. If 7 = 1 then we are looking for the
least k such that 3k =0 (3¢), so k = 3¢~ 1. In this case there are lots of solutions a, b, c
so (1) does not hold. Finally, suppose that 7 = ¢ (the analysis for » = ¢? is identical).

Then we must determine the least k£ such that
E1+¢+¢H=0 (39. (6.10)

But the cube roots of 1 in (Z/3°Z)* are (1+3°1q) for ¢ = 0,1,2. Taking { =(1+3°71),
¢? =(142-3°71), we find that (6.10) becomes

EQ+14+3"14+142-3)=3k(1+31H =0 (3%,

which implies that & = 3¢~!. Now we need nonnegative a, b, ¢ with 1 < a+b+c < 3k = 3¢
such that

a+b(1+3"N4+c(1+2-3 Y =a+btc+(d+2)-31=0 (39.

a=2-31b=0c=3"'and a=2-3"1b=3"1 c= 0 work, so (1) does not hold.
This completes the analysis for p = 3.
Now suppose p =1 (3). In this case (Z/p°Z)* is cyclic of order

e(p) =p“'(p—1)
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which is a multiple of 3. Thus there is a unique cyclic subgroup of order 3, so that
r € {1,(,¢?}. If r = 1, then as we have seen several times now, there are many solutions

and (1) does not hold. So suppose r = ¢. Then we are looking for the least k& such that
E1+C+) =0 ()

Since (1 —¢)(1+¢+¢%) =¢—-1=0 (p°, it follows that if 1 —( £ 0 (p), then
(1+C¢+¢*) =0 (p°). Sosuppose that ¢ =1+ pn, wherep fnand 0 < f <e—1. We
wish to show that f = 0. Now

G=0+pn)P=143pn+3p* 0’ +pn* =1 (p°)
— 3pln+3pnt+p¥nd=0 (»°)
— 3n+3p'n+pndi=0 ).

If f > 0, then we must have p|3n, which is a contradiction. Thus f = 0, and (1 + ¢ +
¢(3) =0 (p°). But then & = 1, and we are looking for nonnegative a,b, c such that
1<a+4+b+c<3and

a+b(+c®=(a—c)+(b—-c)¢=0 (p°),

(where we have used the fact that (2 = —1 — ¢ (p®)). Since ( is invertible mod p¢, we
must have either a = b = ¢ =1 or a,b, ¢ distinct. We are looking for another solution
besides the former case, so assume that they are distinct. This means that they are 0,1,2
in some order. The following table lists the possibilities along with the associated values
of ¢ and (¢3:

a b e ¢ ¢
012 -2 -8
021 1 1
102 —-§ -4
120 -3 —3%
2 01 1 1
2 10 -2 -8

Since (3 =1 (p°), the only possible solutions are the second and fifth rows. But these
yield ¢ = 1, which is untrue since ( is a nontrivial cube root of unity. Thus there are no
solutions and (1) holds.

Thus far we have shown that (1) and (2) are equivalent for m = p® a prime power.
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Now suppose that m = 3°p{"' -- -p%”q{l e qlfl, where p;, =1 (3) and ¢; =2 (3).

By the Chinese Remainder Theorem (see [11]) we have the following isomorphism:
(Z/mZ) = (Z/32)" X (Z/PZ) % - X (Z/p ) % (Blal Z)" x - x (Z/ql'Z)"

Now each of the first n + 1 factors has a unique subgroup of order 3 (assuming e > 1),
while none of the other factors have any elements of order 3. Thus, there are 3"*! ele-
ments (3" if e = 0,1) of order dividing 3 in Z/mZ*, and these are the possible r-values.
Note that if » = 1 then k = m or %, and as before there are many solutions so (1) does
not hold. So assume that r # 1. Then if n = 0 (i.e. if m is not divisible by a prime
congruent to 1 mod 3), then the only possible r-values correspond to elements of the
form (¢,1,...,1) under the isomorphism above, where ( is a nontrivial cube root of
unity mod 3€. For { to be nontrivial we must have e > 1. Then we are looking for the

least k£ such that
k14C+¢%3,...,3)=0 (3%¢",...,q"),

where the congruence is taken componentwise. The previous analysis in terms of prime
powers shows that k = Z’)e_lq{1 ... qlfl. Then a = 2-36_1q{1 . .qlfl,b =0,c= 36_1q{1 . qlfl
and a =2 - ?)eflq{1 .. qlfl, b= ?)eflq{1 .. qlfl,c = 0 are solutions, so (1) does not hold.
Finally, suppose that n > 1. Then let r be the element of (Z/mZ)" corresponding
to (1,¢,1,...,1). That is, we have chosen 1 for each component except the component
corresponding to p{' where we have chosen a nontrivial cube root ¢. Furthermore, set

en o Jf1

’[::36_11)51 pn ql qifl Then
k3, 1+C¢+¢%3,...,3)=0 (35,05, ...,q]")

implies that & = 1. Then we are looking for nonnegative a, b, ¢ such that 1 < a+b+c¢ <3

and
i(a+b+c,a+b+cC?a+b+e...,a+b+c)=0 (36,p§1,...,qlfl).
But this reduces to the same problem we had before, namely
a+bl+c*>=0 (p°)

where a,b, ¢ must be distinct. We have seen that there are no solutions, so that (1)

holds. This completes the proof of the equivalence of (1) and (2). O
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If we are only interested in which values of m have metacyclic groups with nonstan-
dard representations, then we can reformulate Conjecture 24 in a particularly pleasing

form:

Reformulation of Conjecture 24: Let m be a positive integer. Then the following

two conditions are equivalent:

1. There exists a nonstandard induced representation of a metacyclic group G whose

normal cyclic subgroup A has order m.

2. m is diwvisible by a prime congruent to 1 mod 3.

6.3 Invariants and the Molien series

It is interesting to observe that Conjecture 24 (as well as Proposition 20) relates non-
standard representations to the existence of invariant polynomials. The conjecture states
that we will have a nonstandard representation precisely when (2yz)* is invariant for k
small enough so that at most one other nonconstant monomial of equal or lesser degree
also is invariant. To determine whether we have such a case, we must investigate the
equation ar? +br+c=0 (m). But another way to compute the number of invariants
of each degree is by the Molien series. In fact, the Molien series is just a machine for
counting solutions to our equation.

The Molien series of (G, denoted P, is the ordinary power series generating function
for the sequence {dj}?io, where d; is the dimension of the vector space of degree j
polynomial invariants for G. A formula in terms of the group elements is as follows
(see [12]):

1 1
PB LI L
|G| poerd det(id — zg)

Now G ={A;,B;,C;|j=0,...,m — 1} where

w0 0 0 0 wr 0 w0
Ai=1] 0 w9 0 ,Bj=|wi 0 0 , Cj = 0 0 wir’
0 0 i 0 Wi 0 W0 0

We compute the determinants:
det(id — zA;) = (1 —2w7)(1 — 20")(1 - zwijTQ)
det(id _ ZBj) - 11— Z3wz‘j(1+r+r2)

det(id — 2C;) = 1-— i Fr+r?)
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Then the Molien series is:

-1

3

1 1 9
Du(2) = — [ — — —— + T 5
- — — _ et
3m = L(1 = 20V)(1 = 2097)(1 — 2097) 1=z Wi (1+r+r2)
1= y 3 3 3
= 3. (14 20Y + 220%0 (1 + zw¥" + 222 ) X
m

I
=)

J
(1 +Zwijr2 +Z2w2ijr2 o) +201 +23wij(l+r+r2) +Z6w2ij(1+r+r2) +.0).

Since we are summing over j, the only terms that survive are those with exponent zero
mod m. Evidently the last infinite series in this sum tells whether (zyz)* is invariant.

The other part of the sum counts solutions to ar? +br +c=0 (m).

6.4 A more general scenario

The question may arise as to why the eigenspace for 1 is so important in the identifica-
tion of nonstandard representations. We have seen explicitly in two dimensions that the
possibility of nonstandardness depends upon the existence of a certain type of eigenvec-
tor with eigenvalue 1, i.e. a certain type of invariant. Moreover, computer data suggests
that the same is true in three dimensions. In the three-dimensional case, the cause of the
decreased Hilbert function is that we have at least 2 eigenmonomials invariant under the
action of (o), with at most one other eigenmonomial in the same eigenspace of the same
or lesser degree. (Recall that o is the generator for the cyclic quotient group.) Since
the constant polynomial 1 is always an eigenvector with eigenvalue 1, we need only one
more eigenvector for this eigenspace. But we need two for the other eigenspaces. This
provides an intuitive explanation for why the eigenspace for 1 is so important here: it is
simply easier for our scenario to arise because we already start out with an invariant.
But the scenario we have been discussing is really only the lowest order manifestation
of a more general problem. That is, it may happen that for some eigenspace Rgd(wj ),
some of the exponent vectors in Ef have the property that the least common multiple
of the size of their orbits under (o) properly divides s. If this subcollection of E;-l is large
enough, then the value of the Hilbert function will be reduced. We have been discussing
the case in which the lem is 1. In fact, when s is prime, no other situation can occur
since the lem must divide s. However, if s = 4, for instance, then a scenario may arise
in which the least common multiple is 2. The following example provides an illustration

of this more general scenario.
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Example 26 Consider the metacyclic group G with parameters (m, s, r,t) = (5,4, 3,0).
We examine the representation 75:

2

w 0 0 0 00 01
0 w 0 0 1 0 0O
=15 (a) = , o:=T5 ) = (6.11)
0 0 «* 0 0100
0 0 0 0010
(Here w = e%.) We decompose R<3 into eigenspaces for 7:
Ry Ri R Rs3
1 1 xz, Yyt :UQy, l‘tQ, yQZ, 2%t
w y at, 22 a?3, TYz, yzt, 2t?
w? T yz, 2t xQZ, xyt, yzQ, t3
w3 z xy, t2 x2t, xz2, y3, Yzt
w? t xg, Yz xy2, xzt, yt2, 23
Proposition 18 says that the Hilbert function is bounded by the sequence:
1,5,15,20,20... (6.12)

But notice that E5 = {(0,0,0,0),(1,0,1,0),(0,1,0,1)}, and each of these exponent
vectors has order dividing 2 under o. Thus, instead of obtaining four conditions for a
polynomial in R<(1) to vanish on the orbit of p € C* (which would overdetermine the

system since there are only three monomials), we only get two:

00,02 : A+ Bpips+ Cpaps =0

o',0®: A+ Bpaps+Cpips =0

So there exists a single solution to the system, which decreases the Hilbert function by 1.

Indeed, using CoCoA, we find that the actual Hilbert function of this representation is:

H=1,514,20,20... O
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The following is a list of all nonstandard induced representations (up to isomorphism)
of metacyclic groups G with s = 3,t = 0,m < 100, and satisfying the condition in
Conjecture 24. The 3-tuple of numbers in each entry gives the parameters (m,r,i) of
the group representation, while k is the least positive integer solution to the congruence
ik(l+r+r) =0 (m).

(7.2,1) k=1 (26,3,8) k=1 (37,10,17) k=1 (42,25,2) k=1 (49,18,12) k=1
(7.2,3) k=1 (26,3,14) k=1  (37,10,18) k=1 (42,25,4) k=1 (49,18,13) k=1
(26,3,17) k=2 (37,10,21) k=1 (42,25,6) k=1 (49,18,16) k=1
(13,3,1) k=1 (42,25,10) k=1  (49,18,19) k=1
(13,3,2) k=1 (28,9,4) k=1 (38,7,1) k=2 (42,25,18) k=1 (49,18, 21) k=1
(13,3,4) k=1 (28,9,12) k=1  (38,7,2) k=1 (42,25,20) k=1 (49,18, 24) k=1
(13,3,7) k=1 (38,7,3) k=2 (49,18,26) k=1
(31,5,1) k=1 (38,7,4) k=1 (43,6,1) k=1 (49,18,29) k=1
(14,9,2) k=1 (31,5,2) k=1 (38,7,5) k=2 (43,6,2) k=1
(14,9,6) k=1 (31,5,3) k=1 (38,7,8) k=1 (43,6,3) k=1 (52,9,2) k=2
(31,5,4) k=1 (38,7,9) k=2 (43,6,4) k=1 (52,9,4) k=1
(19,7,1) k=1 (31,5,6) k=1 (38,7,10) k=1 (43,6,5) k=1 (52,9,8) k=1
(19,7,2) k=1 (31,5,8) k=1 (38,7,13) k=2 (43,6,7) k=1 (52,9,10) k=2
(19,7,4) k=1 (31,5,11) k=1  (38,7,16) k=1 (43,6,9) k=1 (52,9,14) k=2
(19,7,5) k=1 (31,5,12) k=1  (38,7,20) k=1 (43,6,10) k=1 (52,9,16) k=1
(19,7,8) k=1 (31,5,16) k=1  (38,7,27) k=2 (43,6,13) k=1 (52,9,28) k=1
(19,7,10) k=1  (31,5,17) k=1 (43,6,14) k=1 (52,9,34) k=2
(39,16,1) k=1 (43,6,19) k=1
(21,4,1) k=1 (35,11,5) k=1  (39,16,2) k=1 (43,6,20) k=1 (56,9,8) k=1
(21,4,2) k=1 (35,11,15) k=1  (39,16,3) k=1 (43,6,21) k=1 (56,9,24) k=1
(21,4,3) k=1 (39,16,4) k=1 (43,6,26) k=1
(21,4,5) k=1 (37,10,1) k=1  (39,16,6) k=1 (57,7,1) k=1
(21,4,9) k=1 (37,10,2) k=1  (39,16,7) k=1 (49,18,1) k=1 (57,7,2) k=1
(21,4,10) k=1  (37,10,3) k=1  (39,16,8) k=1 (49,18,2) k=1 (57,7,3) k=1
(37,10,5) k=1  (39,16,12) k=1 (49,18,3) k=1 (57,7,4) k=1
(26,3,1) k=2 (37,10,6) k=1  (39,16,14) k=1 (49,18 4) k=1 (57,7,5) k=1
(26,3,2) k=1 (37,10,7) k=1  (39,16,17) k=1 (49,18,6) k=1 (57,7,6) k=1
(26,3,4) k=1 (37,10,9) k=1  (39,16,19) k=1 (49,18,7) k=1 (57,7,8) k=1
(26,3,5) k=2 (37,10,11) k=1  (39,16,21) k=1 (49,18,8) k=1 (57,7,10) k=1
(26,3,7) k=2 (37,10,14) k=1 (49,18,9) k=1 (57,7,11) k=1
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(57,7,12) k=1
(57,7,15) k=1
(57,7,16) k=1
(57,7,22) k=1
(57,7,23) k=1
( ) k=1
( ) k=1
( ) k=1
( ) k=1

57731

61,13,1
61,13,2
61,13,3
61,13,4
61,13,6
61,13,7
61,13,8
61,13,9
61,13,11
61,13,12

( k=
( k=
( k=
( k=
( k=
( k=
( k=
( k=
(
(
(61,13,14
(
(
(
(
(
(
(
(
(
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HP—‘}—‘F—‘HP—‘}—‘)—‘

)
)
)
61,13,16)
61,13,18)
61,13,22)
)
)
)
)
)
)

61,13,23
61,13,27
61,13,28
61,13,31
61,13,32
61,13,36

k=1
k=1
k=1
k=1
k=1
k=1
k=1
k=1
k=1
k=1
k=1
k=1

62,5,11
62,5,12
62,5,16
62,5,17

62532
62,5,34
62,5,37

)
)
)
)
)
62 5 21)
)
)
)
)
)
62,5,47)

( k=2
( k=1
( k=1
( k=2
( k=2
( k=2
(62,5,22) k=1
( k=1
( k=1
( k=1
( k=2
( k=2

o
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65,16,5) k=1

65,16,10) k=1
65,16,20) k=1
65,16,35) k=1

o~ o~ o~ o~

(67,29,1) k=1
(67,29,2) k=1

(67,29.3

(67,294

(67,29,5

(67,29,6

(67,29.8

(67,29,9

(67,29,10
(67,29,12
(67,29,15
(67,29,16
(
(
(
(
(
(
(
(
(
(

) k=1
) k=1
) k=1
) k=1
) k=1
) k=1

) k=1
) k=1
) k=1
) k=1
67,29,17) k=1
67,29,18) k=1
67,29,23) k=1
67,29,25) k=1
67,29,27) k=1
67,29,30) k=1
67,29,32) k=1
67,29,34) k=1
67,29,36) k=1
67,29,41) k=1
(70,11,10) k=1
(70,11,30) k=1

(73,8,25
(73,8,26
(73,8,27
(738,33
(73,8,34
(
(
(
(
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73843

(74,471
(74,472
(74,473
(74,47 4
(74,475
(T4,47,6
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(74,47,10
(T4,47,11
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(
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(
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(
(
(
(
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74,47,15

744717

)
)
)
)
)
)
74,47,18)
74,47,21)
)
)
)
)
)
)
)
)

74,47,22
74,47,23
74,47,28
74,47,29
74,47,34
74,47,36
74,47 42
74,47,55

k=1
k=2
k=1
k=1
k=2
k=2
k=1
k=2
k=1
k=2
k=1
k=2
k=1
k=1
k=1
k=2

(76,45,2
(76,454
(
(

76,45,6

k
k=
k

76,45,8) k

2
1
2
1
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76,45,10
76,45,16
76,45,18
76,45,20
76,45,26
76,45,32
76,45,40

2
1
2
1
2
1
1
76,45,54 2

( ) k=
( ) k=
( ) k=
( ) k=
( ) k=
( ) k=
( ) k=
( ) k=

(77,23,11) k=1
(77,23,33) k=1

(78,55,1
(78,55,2
(78,55,3
(78,55,4
(78,55,5
(78,55,6
(78,55,7
(78,55,8
(78,55,11
(78,55,12
(78,55,14
(78,55,15
(
(
(
(
(
(
(
(
(
(
(
(

) k=2
) k=1
) k=2
) k=1
) k=2
) k=1
) k=2
) k=1

78,55,16

)
)
)
)
)
78,55,17)
78,55,19)
78,55,21)
)
)
)
)
)
)
)
)

78,55,24
78,55,25
78,55,28
78,55,29
78,55,34
78,55,38
78,55,42
78,55,51

k=2
k=1
k=1
k=2
k=1
k=2
k=2
k=2
k=1
k=2
k=1
k=2
k=1
k=1
k=1
k=2

(79,23,1) k=1
(79,23,2) k=1
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(79,234

(79,235

(79,23,6

(79,23,8

(79,23,9

(79,23,10
(79,2311
(79,23,12
(79,23,15
(79,23,17
(79,23,18
(79,23,20
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(
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k=1
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79,23,22
79,23,24
79,23,27
79,23,30
79,23,33
79,23,34
79,23,37
79,23,40
79,2341
79,23,44
79,23,47

) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1
) k=1

84,25 4) k
84,25.8) k
84,25 12)
84,25,20)
84,25,36)

)

(
(
(
(
(
(84,25,40

k=1
k=1
k=1
k=1

(86,49,8) k
(86,49,9) k
(86,49 10) k=
(86,49,13) k=
(86,49,14) k
(86,49,15) k
(86,49,17) k
(86,49,18) k
(86,49,19) k
(86,49,20) k
(86,49,21) k
(86,49,26) k
( ) k
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( ) k
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86,49,27
86,49,28
86,49,29
86,49,31
86,49,38
86,49,40
86,49,42
86,49,52
86,49,63
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91,9,24
91,9,28
91,9,29
91,9,30
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( ) k=1
( ) k=1
(91939)k 1
( ) k=1
(91946)k 1
(91,9,47) k=1
(91,9,48) k=1
(91,9,49) k=1
(91,9,57) k=1
93,25,1)
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(93,25,12) k=1
(93,25,13) k=1
(93,25,16) k=1
(93,25,17) k=1
(93,25,18) k=1
(93,25,20) k=1
(93,25,22) k=1
(93,25,24) k=1
(93,25,26) k=1
(93,25,29) k=1
(93,25,33) k=1
(93,25,36) k=1
(93,25,37) k=1
(93,25,40) k=1
(93,25,43) k=1

(93,25,44) k
(93,25,47) k
(93,25,48) k
( ) k
( ) k

93,25,51
93,25,55
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97,35,49
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97,35,55
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(98,67,1) k=2
(98,67,2) k=1
(98,67,3) k=2
(98,67,4) k=1
(98,67,6) k=1
(98,67,8) k=1
(98,67,9) k=2
(98,67,11
(98,67,12
(98,67,13
(98,67,14
(98,67,16
(98,67,17
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98,67,29
98,67,32
98,67,33
98,67,38
98,67,39
98,67,42
98,67,48
98,67,52
98,67,57
98,67,58
98,67,73
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