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Abstract

This paper decomposes unemployment rates in 48 U.S. states into components associated with business cycles, industry shocks, structural effects due to policies and demographics, and an unexplained residual. The analysis is based on econometric estimates of the correlates of state-level unemployment in a panel sample. The results suggest that national business cycles have been the main source of fluctuations over time in state unemployment rates. There are strong differences across states in both the general level of unemployment due to “natural” factors and variations in cyclical sensitivity.
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1. Introduction

This paper decomposes unemployment rates in the U.S. states into components associated with business cycles, industry shocks, structural effects due to policies and demographics, and an unexplained residual based on econometric estimates of the correlates of unemployment in a panel sample. The results suggest that national business cycles have been the main source of fluctuations over time in a state’s unemployment rate. There are strong differences across states in both the general level of unemployment due to “natural” factors and variations in cyclical sensitivity. Some of the differences are associated with differences in measurable state characteristics.

2. Natural Unemployment Rate and Related Concepts

Macroeconomists commonly separate the aggregate unemployment rate into two components: a natural rate that reflects microeconomic characteristics of the labor market and a cyclical component capturing the effects of aggregate economic fluctuations. Milton Friedman (1968, 8) introduced the term “natural rate” to macroeconomics as “the level [of unemployment] that would be ground out by the Walrasian system of general equilibrium equation, provided there is (sic) imbedded in them the actual structural characteristics of the labor and commodity markets, including market imperfections, stochastic variability in demands and supplies, the cost of gathering information about job vacancies and labor availabilities, the costs of mobility, and so on.”

Friedman (1968, 9) clarifies by saying “let me emphasize that by using the term ‘natural’ rate of unemployment, I do not mean to suggest that it is immutable and unchangeable. On the contrary, many of the market characteristics that determine its level are man-made and policy-made.” This paper examines how unemployment is affected at the level of the U.S. state by several such man-made and policy-made variables, and in doing so estimates time series for a natural rate of unemployment for each state.

The decomposition of the national unemployment rate into natural and cyclical components underpins the use of countercyclical monetary and fiscal policy: policy stimulus is often recommended when cyclical unemployment is positive. Because state governments
have no mechanism for independent monetary policy and do not often undertake fiscal policy, a state-level natural rate would not likely be used as a basis for countercyclical policy.

However, a second use of the aggregate decomposition—and one that is more useful at the state level—is to facilitate estimation of the impact of cyclical movements on such variables as government budgets and international balances, estimating the “cyclically adjusted” government budget surplus or trade surplus. Like the federal government (and perhaps even more so) state governments must assess the extent to which any budget shortfall is “structural” or cyclical. A structural deficit would require adjustment via tax and spending changes, while a deficit that is purely cyclical might reasonably be expected to correct itself as the business cycle returns to its mean state, allowing the use of “rainy-day funds” to cover temporary deficits. Evaluation of the current state unemployment rate relative to an estimated natural rate would help state governments discriminate between the two kinds of deficits and choose the appropriate means of balancing the short-run budget.

Figure 1 shows the U.S. national unemployment rate along with a “short-run” natural-rate series published by the Congressional Budget Office (CBO). While actual unemployment varies between 3 and 10 percent during the post-World-War-II sample, the natural rate is estimated to move between 5 percent and just over 6 percent. The gap between actual and natural unemployment is a measure of cyclical unemployment.
Cyclical unemployment measures the position of the labor market relative to its estimated position of equilibrium. When the economy is producing below potential following a recession or a period of slow growth, we expect cyclical unemployment to be high; during output booms, cyclical unemployment will be low. This is shown for aggregate U.S. data by Figure 2, which shows the inverse co-movement in the CBO series for cyclical unemployment and the GDP gap.

![Figure 2. U.S. cyclical unemployment and output gap](image)

This paper uses the CBO measure of the GDP gap shown in Figure 2 as the basic indicator of the aggregate U.S. business cycle. It is constructed by comparing actual real GDP to their estimate of potential output, which is based on a Solow growth-accounting exercise examining long-run movements in capital and labor inputs and in productivity.

### 3. Modeling the Natural Rate

An empirically facile, but economically uninformative, way to estimate a natural rate of unemployment is to use time-series methods to filter out cyclical fluctuations in the unemployment rate series. Depending on the movements in the series, a linear trend, a
Hodrick and Prescott (1997) flexible trend, or a Baxter and King (1999) band-pass filter could be used to extract the de-trended or cyclical component of unemployment. These trend-based methods have the advantage of simplicity and may be suitable for historical analysis. However, policymakers seeking information about the current natural rate are, by definition, at the far endpoint of the available sample, where trend methods are often unreliable (or, in the case of the band-pass filter, unusable). Moreover, these methods yield no information about what policies or conditions might cause changes in the natural rate.

An alternative method, adopted here, is a structural decomposition of the unemployment rate into components attributable to national business cycles, state demographics, state-level labor-market policies, the industry composition of the state’s employment base, and an unexplained residual. This not only provides an estimate of the state-level natural and cyclical unemployment components over time, but can also use the panel sample to yield insights about the effects of various structural variables and policies on unemployment.

Previous work on sub-national unemployment has followed both paths. Groenewold and Hagger (2003) use a VAR to represent a simple, state-level macroeconomic model for Australia and extract a natural-rate series using identifying restrictions on the effects of shocks on natural unemployment. Partridge and Rickman (1997) use U.S. state data to estimate a structural model similar to that pursued here, but do not construct natural-rate estimates. Other related work includes Blackley (1989), Clemente, Lanaspa, and Montanes (2005), Dixon and Shepherd (2011), and Elhorst (2003). A related literature has used panel unit-root tests to examine the stationarity of unemployment rates among states in the U.S. and Australia. See, for example, Song and Wu (1997), Nissan and Carter (2001), Smyth (2003), Romero-Avila and Usabiaga (2007), and Sephton (2009).

4. Modeling State Unemployment

As shown in the two panels of Figure 3, which depict state unemployment rates in 1996 and 2010, not only do unemployment rates vary considerably across states at any point in time, but their response to the business cycle also varies. Broadly speaking, the west-central states (many of which are heavily agricultural) saw smaller increases in unemployment in 2010 than coastal and southern states. The differential response among states with differing industrial structure suggests that industrial composition may affect not just the level of unemployment in a state, but also its cyclical variation. I model this below by decomposing industry-level employment growth into trend, cyclical, and shock components and allowing each of these to affect state unemployment separately.
Below I model the effects on state unemployment of five components:

- Industry composition of state employment (which itself has trend, cyclical, and residual components,
- Demographic characteristics of the state, including the age structure of the population, educational attainment, the extent of urbanization, and the importance of labor unions,
- Labor-market policies of the state, including minimum-wage laws and tax rates,
- National business cycles, and a
- Residual, unexplained component.

From this model, the five components can be aggregated into a cyclical component (including the direct business-cycle effect and the effect operating through industry cyclical changes), the “natural rate” component (including the effects of demographic and policy variables), plus the industry-shock and residual. Since by definition we do not know the source of the residual fluctuations, it is difficult to know whether they would be better characterized as part of the natural rate or cyclical unemployment, hence I maintain the residual as a separate third category.

To estimate the effect of industry composition on state unemployment, I first estimate a simple model of national industry employment growth separately for each industry. The industry taxonomy is based on the 2012 NAICS, which breaks down economic activity into 20 industry categories, as described in Appendix A. The model includes a trend and the current and two lagged values of the national GDP gap variable as a cyclical measure, as in equation (1), where \( i \) indexes industries and \( t \) indexes time.

\[
\ln E_{i,t} - \ln E_{i,t-1} = \alpha_{0,i} + \alpha_{1,i} t + \beta_{0,i} GAP_t + \beta_{1,i} GAP_{t-1} + \beta_{2,i} GAP_{t-2} + \epsilon_{i,t}
\]

Based on estimates of equation (1), time series for the trend, cyclical, and shock components of each industry’s employment growth at the national level are extracted as:

\[
\begin{align*}
G_{i,t}^{\text{trend}} & \equiv \hat{\alpha}_{0,i} + \hat{\alpha}_{1,i} t, \\
G_{i,t}^{\text{cycle}} & \equiv \hat{\beta}_{0,i} GAP_t + \hat{\beta}_{1,i} GAP_{t-1} + \hat{\beta}_{2,i} GAP_{t-2}, \\
G_{i,t}^{\text{shock}} & \equiv \hat{\epsilon}_{i,t}.
\end{align*}
\]

To compute the industry-based trend, cyclical, and shock variables that are relevant to any particular state \( s \), I compute the weighted average of the industry growth components using the previous year’s employment share of each industry in state \( s \) \( (E_{s,i,t-1} / E_{s,t-1}) \) as weights:
\[
\begin{align*}
G_{s,t}^{\text{trend}} & \equiv \sum_i \left( \frac{E_{s,i,t-1}}{E_{s,t-1}} \right) G_{s,t}^{\text{trend}}, \\
G_{s,t}^{\text{cycle}} & \equiv \sum_i \left( \frac{E_{s,i,t-1}}{E_{s,t-1}} \right) G_{s,t}^{\text{cycle}}, \\
G_{s,t}^{\text{shock}} & \equiv \sum_i \left( \frac{E_{s,i,t-1}}{E_{s,t-1}} \right) G_{s,t}^{\text{shock}}.
\end{align*}
\]

The state unemployment regression estimated below includes the \( G^{\text{trend}} \), \( G^{\text{cycle}} \), and \( G^{\text{shock}} \) variables as regressors; their effects represent the influence of industry composition on state unemployment. Faster growth in employment in industries important to a state (due to any of the three \( g \) variables) is expected to lower the state’s unemployment rate, so we expect negative coefficients on these three variables. The trend component is considered to be part of a state’s natural rate of unemployment arising from ongoing (non-cyclical) industry effects at the state level. The cyclical component is part of the state’s cyclical unemployment. The effect of the industry shock is neither natural nor cyclical, but is an identifiable component of the residual variation in state unemployment. It is retained as a separate category.

The demographic variables in the model (with predicted effect) are the following:

- Percentage of state population in the 18–24 age group (negative effect because younger workers are more often unemployed)
- Percentage of state population in the 25–64 age group (positive effect because this is the “prime working age” population)
- Percentage of state population with at least high-school education (negative)
- Percentage of state population with college education (negative)
- Percentage of population in urban areas (possibly positive)
- Percentage of union workers in public sector (positive)
- Percentage of union workers in private sector (positive)

The effects of these variables are considered part of the natural unemployment rate.

Three policy variables are included:

- Real minimum wage: the higher of the federal or state legal minimum (positive)
- Sales-tax rate (positive)
- Highest individual marginal income-tax rate (positive)

These variables, similarly, are included in natural unemployment.

Finally, to capture the general effect of business cycles on state unemployment, the current and one lagged value of the national GDP gap (in percentage) is included. These
variables are expected to have a negative sign because unemployment in general is strongly countercyclical. The total business-cycle effect on state unemployment is the sum of the direct effects of the national GDP gap and the indirect effects from the cycle component of industry employment growth.

The sample comprises the 48 contiguous states (omitting Alaska, Hawaii, and the District of Columbia, which are highly idiosyncratic) over 20 years from 1991 to 2010. This gives a total of 960 observations in the panel. The variables that require lags are available prior to 1990, so the presence of the lagged GDP gap and the previous year’s state-level industry employment weights does not reduce the estimation sample size—all regressions use the full 960 observations.

A variety of estimation methods might be employed for this model beyond pooled ordinary least squares. Error terms of observations corresponding to individual states are likely correlated. This leads to biased standard errors and inefficient coefficients. The former can be corrected by the use of clustered standard error estimates. To achieve more efficient estimators I also included specifications with a first-order autoregressive error across the time dimension.

Fixed-effects and random-effects estimators are standard for panel-data models such as this one. Random-effects estimators are likely to be biased here because the state-level error components are quite likely correlated with the state characteristics included in the equation. Because some explanatory variables vary mostly across states rather than over time, state dummies are likely to be strongly collinear with them, making it difficult to estimate their coefficients in a fixed-effects model. Thus, estimates both with and without fixed effects are of interest and are presented below. An alternative to state fixed effects is to include regional dummy variables for the nine Census regions of the United States. This allows cross-regional effects to be “dummied out” by the fixed effects but leaves intra-regional, cross-state variation in the sample to facilitate identification of the explanatory variables.

Fixed-effects estimation effectively allows each state to have a distinct intercept term. Using the fixed-effects estimates to construct the state-level natural rate series, as I do, assumes that this cross-state variation in intercepts reflects differences in natural unemployment across states that are not captured in the demographic and policy variables.

Panel data invite the inclusion of year dummies (time fixed effects) in addition to state or regional effects. However, a key variable of this analysis—the national GDP gap—varies only over time, so it would be collinear with the year dummies and its effect could not be estimated.
Finally, I assume that the variables in the regression can be modeled as stationary. Conventional unit-root tests have low power when the time-series dimension of the sample is short, which can lead to spurious rejection of the stationarity hypothesis. Song and Wu (1997) find that U.S. state unemployment rates are stationary over an earlier sample period using more powerful panel methods. Further exploration of the stationarity assumption in the current sample is a possible avenue for future research.

5. Econometric Results

Table 1 presents the estimation results. Columns (1) and (2) are OLS pooled-sample estimates, with ordinary standard errors and state-level clustered standard errors, respectively. Columns (3) and (4) repeat this analysis including regional dummy variables (whose coefficients are not reported). Column (5) is the state fixed-effects model. Column (6) assumes a first-order autoregressive process for the error and Column (7) repeats this analysis excluding regressors whose effects in column (6) are neither economically nor statistically significant.

Focusing on the results in the right-hand three columns, all three components of weighted industry employment growth rates have negative signs as expected, though the standard error of the trend component is too large to reject the possibility of a zero value. Both the cyclical component and the shock to employment-weighted industry growth have negative and strongly significant effects on state unemployment. States whose main industries are growing rapidly have lower unemployment.

An increase in either tax rate is associated with higher unemployment, though the effects are relatively small and only marginally statistically significant. That the sales-tax rate has a larger effect than the income-tax rate is a surprise because the income tax should have a more direct effect on labor markets. Minimum wages have a negligible effect on the state unemployment rate.

As expected, states with more young population (18–24) tend to have higher unemployment rates. The share of prime-working-age population has no effect in the fixed-effects models.
### Table 1. Regression results

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pooled OLS</td>
<td>Clust. SEs</td>
<td>Regional Dummies</td>
<td>Clust. SEs</td>
<td>Regional Dummies</td>
<td>Clust. SEs</td>
<td>State Fixed Effects</td>
</tr>
<tr>
<td>Industry emp. growth: trend</td>
<td>0.406</td>
<td>0.406</td>
<td>0.621</td>
<td>0.621</td>
<td>-0.304</td>
<td>-0.338</td>
<td>-0.400</td>
</tr>
<tr>
<td></td>
<td>(0.209)</td>
<td>(0.534)</td>
<td>(0.226)**</td>
<td>(0.461)</td>
<td>(0.442)</td>
<td>(0.670)</td>
<td>(0.544)</td>
</tr>
<tr>
<td>Real minimum wage</td>
<td>0.150</td>
<td>0.150</td>
<td>-0.132</td>
<td>-0.132</td>
<td>-0.031</td>
<td>-0.110</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.064)*</td>
<td>(0.064)*</td>
<td>(0.091)</td>
<td>(0.056)</td>
<td>(0.057)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales-tax rate, %</td>
<td>0.076</td>
<td>0.076</td>
<td>0.114</td>
<td>0.114</td>
<td>0.212</td>
<td>0.186</td>
<td>0.148</td>
</tr>
<tr>
<td></td>
<td>(0.021)**</td>
<td>(0.064)</td>
<td>(0.020)**</td>
<td>(0.042)**</td>
<td>(0.084)*</td>
<td>(0.078)*</td>
<td>(0.073)*</td>
</tr>
<tr>
<td>Top ind. income-tax rate, %</td>
<td>0.012</td>
<td>0.012</td>
<td>0.039</td>
<td>0.039</td>
<td>0.205</td>
<td>0.076</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.033)</td>
<td>(0.011)**</td>
<td>(0.020)</td>
<td>(0.035)**</td>
<td>(0.034)*</td>
<td>(0.032)*</td>
</tr>
<tr>
<td>18–24 age group %</td>
<td>0.071</td>
<td>0.071</td>
<td>0.054</td>
<td>0.054</td>
<td>0.469</td>
<td>0.241</td>
<td>0.225</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.103)</td>
<td>(0.045)</td>
<td>(0.095)</td>
<td>(0.059)**</td>
<td>(0.075)**</td>
<td>(0.072)**</td>
</tr>
<tr>
<td>25–64 age group %</td>
<td>0.025</td>
<td>0.025</td>
<td>-0.004</td>
<td>-0.004</td>
<td>-0.011</td>
<td>-0.004</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)**</td>
<td>(0.011)*</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.007)</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>HS education %</td>
<td>-0.074</td>
<td>-0.074</td>
<td>-0.042</td>
<td>-0.042</td>
<td>-0.008</td>
<td>-0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008)**</td>
<td>(0.030)*</td>
<td>(0.009)</td>
<td>(0.025)</td>
<td>(0.009)</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>College education %</td>
<td>-0.049</td>
<td>-0.049</td>
<td>-0.043</td>
<td>-0.043</td>
<td>-0.063</td>
<td>-0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.011)**</td>
<td>(0.026)</td>
<td>(0.011)**</td>
<td>(0.024)</td>
<td>(0.017)**</td>
<td>(0.013)</td>
<td></td>
</tr>
<tr>
<td>Urban population %</td>
<td>0.015</td>
<td>0.015</td>
<td>0.009</td>
<td>0.009</td>
<td>0.120</td>
<td>-0.055</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)**</td>
<td>(0.009)</td>
<td>(0.003)**</td>
<td>(0.008)</td>
<td>(0.031)**</td>
<td>(0.063)</td>
<td></td>
</tr>
<tr>
<td>Public sector union %</td>
<td>0.010</td>
<td>0.010</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)**</td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.013)</td>
<td>(0.009)</td>
<td>(0.006)</td>
<td></td>
</tr>
<tr>
<td>Private sector union %</td>
<td>0.044</td>
<td>0.044</td>
<td>0.061</td>
<td>0.061</td>
<td>-0.020</td>
<td>-0.041</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.013)**</td>
<td>(0.033)</td>
<td>(0.014)**</td>
<td>(0.038)</td>
<td>(0.025)</td>
<td>(0.022)</td>
<td></td>
</tr>
<tr>
<td>Current national GDP gap %</td>
<td>-0.203</td>
<td>-0.203</td>
<td>-0.129</td>
<td>-0.129</td>
<td>-0.119</td>
<td>-0.183</td>
<td>-0.218</td>
</tr>
<tr>
<td></td>
<td>(0.074)**</td>
<td>(0.044)**</td>
<td>(0.067)</td>
<td>(0.040)**</td>
<td>(0.056)*</td>
<td>(0.034)**</td>
<td>(0.022)**</td>
</tr>
<tr>
<td>Lagged national GDP gap %</td>
<td>-0.284</td>
<td>-0.284</td>
<td>-0.345</td>
<td>-0.345</td>
<td>-0.341</td>
<td>-0.317</td>
<td>-0.289</td>
</tr>
<tr>
<td></td>
<td>(0.055)**</td>
<td>(0.034)**</td>
<td>(0.049)**</td>
<td>(0.027)**</td>
<td>(0.041)**</td>
<td>(0.023)**</td>
<td>(0.015)**</td>
</tr>
<tr>
<td>Industry emp. growth: cyclical</td>
<td>-0.167</td>
<td>-0.167</td>
<td>-0.261</td>
<td>-0.261</td>
<td>-0.237</td>
<td>-0.209</td>
<td>-0.164</td>
</tr>
<tr>
<td></td>
<td>(0.063)**</td>
<td>(0.047)**</td>
<td>(0.056)**</td>
<td>(0.038)**</td>
<td>(0.048)**</td>
<td>(0.032)**</td>
<td>(0.018)**</td>
</tr>
<tr>
<td>Industry emp. growth: shocks</td>
<td>-0.569</td>
<td>-0.569</td>
<td>-0.491</td>
<td>-0.491</td>
<td>-0.330</td>
<td>-0.357</td>
<td>-0.335</td>
</tr>
<tr>
<td></td>
<td>(0.061)**</td>
<td>(0.068)**</td>
<td>(0.056)**</td>
<td>(0.056)**</td>
<td>(0.049)**</td>
<td>(0.034)**</td>
<td>(0.030)**</td>
</tr>
<tr>
<td>R²</td>
<td>0.66</td>
<td>0.66</td>
<td>0.74</td>
<td>0.74</td>
<td>0.76</td>
<td></td>
<td>0.692</td>
</tr>
<tr>
<td>AR(1) coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.736</td>
</tr>
</tbody>
</table>

The other demographic variables have no effect once autocorrelation is taken into account, though the share of college-educated population has a tiny but statistically significant effect in the fixed-effects model and the urban population share has a small positive effect in the same model. High-school education share and unionization have no effect in any models except the simple pooled OLS.

The national business cycle has a strong effect on state unemployment through all three variables. Adding together the coefficients of the three cyclical variables gives a total effect on the order of −0.7, which is consistent with an “Okun’s Law” relationship in which an
increase of about 1.5% in GDP is associated with a 1% decline in unemployment. The strongest effect lies in the lagged GDP gap term, reflecting the standard macroeconomic result that the unemployment rate is a “lagging indicator.” The strong effect of the industry-cyclical variable shows, as expected, that states whose industries are strongly cyclical show larger sensitivity to the business cycle than states with more stable industries.

Although it is not shown in the table, interaction terms between the state dummies and the GDP gap variables are statistically significant, suggesting that there are cross-state differences in the cyclical sensitivity of unemployment apart from the differences measured by the industry-cyclical variable. This enhanced model is used in the next section to construct state-level estimates of the natural rate of unemployment. The coefficients on the other variables of the model are very similar to those reported in the table.

6. Natural-Rate Estimates

We use the estimates of the enhanced version of column (6) of Table 1 (including interactions between the state dummies and the GDP gap variables) to decompose each state’s unemployment rate time series into four components:

- **Natural unemployment rate** is the predicted level of the state unemployment rate if the GDP gap, industry shock, and residual are all zero.

- **Cyclical component** is the estimated effect of the three cyclical variables: the current and lagged GDP gap plus the cyclical component of weighted industry employment growth ($g_{i,t}^{\text{cycle}}$).

- **The industry-shock component** is the effect of the shock component of weighted industry employment growth ($g_{i,t}^{\text{shock}}$).

- The unexplained residual is the residual of the unemployment rate equation. The four components taken together sum to the state’s actual unemployment rate. The estimates suggest a tendency for natural unemployment to vary relatively little over time within a state.

Figure 4 shows the decomposition of the unemployment rate over time for Oregon, my home state. Oregon’s major industries include electronics, forestry, agriculture, and apparel. The natural unemployment rate has gradually and very slightly declined since 1992 from about 6.2% to 6.0%. Most of the variation in Oregon unemployment rate has been associated with national business cycles and the idiosyncratic equation residual, with a modest contribution from industry shocks. The serial correlation in the residual component is
apparent. As expected, the large increase in unemployment after 2008 is entirely explained by the national business cycle.

Figure 4. Oregon unemployment rate decomposition

Figure 5 shows a corresponding diagram for the state of Nebraska, an agricultural state in the Midwest. Nebraska has experienced far smaller fluctuations in unemployment around a lower mean, with the estimated natural rate declining from around 3.5% to about 3% through the sample. Nebraska experienced no substantial business cycle until 2009 and 2010. Even then, the “Great Recession” raised Nebraska’s unemployment rate by less than 2 percentage points, compared with the nearly 5 points seen in Figure 4 for Oregon.

Figure 6 describes the unemployment decomposition for California, America’s largest and perhaps most industrially diverse state. Unlike Oregon and Nebraska, California suffered high cyclical unemployment in the early 1990s due to its high cyclical sensitivity and its industry composition. The dot-com boom of the late 1990s was associated with strongly negative cyclical unemployment, which then reversed after the bust in the early 2000s. The estimated natural rate for California fluctuates between 6% and 7%. California was also hit strongly by the Great Recession, with cyclical factors raising the unemployment rate 6 percentage points above the natural rate in 2010.
Figure 5. Nebraska unemployment rate decomposition

Figure 6. California unemployment rate decomposition
Finally, Figure 7 shows the decomposition for Michigan, the historical home of the U.S. auto industry and a state whose heavy reliance on manufacturing has always led to a strong cycle in economic activity. Indeed, the pattern for Michigan is similar to that of California, with a boom in the late 1990s following high unemployment at the beginning of the decade and a severe recession in 2009–10. The natural rate in Michigan is estimated to be stable around 6%.

7. Discussion

The state unemployment decompositions suggest several tentative conclusions. First, most of the fluctuation in state unemployment rates is correlated with the national business cycle or part of the unexplained residual. Neither of these is surprising. Unemployment on the national level is highly cyclical (Okun’s Law) and the results mirror this at the state level. The flip side of this result is that natural unemployment rates as estimated in this model vary considerably across states, but do not seem to vary much over time during the 1992–2010 period.
A second result that is clearly demonstrated in the state-decomposition figures is that the residual of the state unemployment regression seems strongly cyclical. This autocorrelation is reflected by the large coefficient on the lagged residual in columns (6) and (7) of Table 1. Is the residual part of natural unemployment or cyclical unemployment? By definition, we do not know. But its cyclical pattern suggests the possibility of a state-level business cycle that is not being picked up by the national GDP gap variable or the cyclical movements in state-employment-weighted industry growth. Further exploration of the residual and its autocorrelation might allow these movements to be understood as natural or cyclical.

A somewhat surprising result is the small magnitude of the effects of industry-employment shocks in the figures. This variable has strong statistical significance and a substantial coefficient in Table 1, but does not seem to drive large movements in state unemployment.

Several extensions of this work may be useful. Data are available on wages at the state level, and the recent publication of state purchasing-power-parity price indexes will make it possible to construct state-level time series for real wages. Wages and unemployment must be considered jointly dependent variables, so including real wages in the model would necessitate careful consideration of variables that might serve as exogenous instruments. Modeling the joint behavior of state real wages and unemployment could be a productive extension.

Inter-state migration should also have a joint relationship with unemployment. High (low) unemployment should lead to out- (in-) migration, while the migration itself would affect the unemployment rate in a stabilizing direction. Data on inter-state migration are sparse, making it doubtful that this extension could be successfully pursued.

The industry effects modeled here emphasize differences in state labor demand; expanding industries will tend to lower unemployment where they have a strong effect on state-level labor demand. A similar analysis could be conducted using state-level variation in the occupation composition of the labor force. Strong national growth in the demand for specific occupations (perhaps due to biased technological change) should lower unemployment in states with many workers in those trades. Occupation data are available at the state level, but only from 1998. Although the sample is short, it may be feasible to extend the present model to include occupational effects alongside industry effects.

Another extension of interest would be to estimate a state-level Phillips curve. This would involve examining the association at the state level between cyclical unemployment and inflation.
Finally, it is likely that bordering states have correlated unemployment shocks. Including spatial lags or correcting for spatial autocorrelation may be a useful extension of the model’s econometric methodology.

8. Conclusion

This paper explores the effect of national business cycles on state-level unemployment. The results suggest that unemployment at the state level is strongly cyclical, both through the general effects of the national GDP gap and through the state’s industry composition.

The estimated natural rate of unemployment is rather stable over time, but varies widely across states. Some of the variation is due to differences in state income and sales tax rates and in the proportion of young working-age people in the state. Other demographic variables have weaker effects that are not consistently statistically significant across estimation methods.

National non-cyclical shocks to the industries that are important in a state have the expected effect on state unemployment and are strongly statistically significant, but their effects seem small in comparison with the effects of business cycles.
### Appendix A. NAICS Industry Categories

<table>
<thead>
<tr>
<th>Code</th>
<th>Industry Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Agriculture, Forestry, Fishing, and Hunting</td>
</tr>
<tr>
<td>21</td>
<td>Mining, Quarrying, and Oil and Gas Extractions</td>
</tr>
<tr>
<td>22</td>
<td>Utilities</td>
</tr>
<tr>
<td>23</td>
<td>Construction</td>
</tr>
<tr>
<td>31-33</td>
<td>Manufacturing</td>
</tr>
<tr>
<td>42</td>
<td>Wholesale Trade</td>
</tr>
<tr>
<td>44-45</td>
<td>Retail Trade</td>
</tr>
<tr>
<td>48-49</td>
<td>Transportation and Warehousing</td>
</tr>
<tr>
<td>51</td>
<td>Information</td>
</tr>
<tr>
<td>52</td>
<td>Finance and Insurance</td>
</tr>
<tr>
<td>53</td>
<td>Real Estate and Rental and Leasing</td>
</tr>
<tr>
<td>54</td>
<td>Professional, Scientific, and Technical Services</td>
</tr>
<tr>
<td>55</td>
<td>Management of Companies and Enterprises</td>
</tr>
<tr>
<td>56</td>
<td>Administrative and Support and Waste Management and Remediation Services</td>
</tr>
<tr>
<td>61</td>
<td>Educational Services</td>
</tr>
<tr>
<td>62</td>
<td>Health Care and Social Assistance</td>
</tr>
<tr>
<td>71</td>
<td>Arts, Entertainment, and Recreation</td>
</tr>
<tr>
<td>72</td>
<td>Accommodation and Food Services</td>
</tr>
<tr>
<td>81</td>
<td>Other Services (except Public Administration)</td>
</tr>
<tr>
<td>92</td>
<td>Public Administration</td>
</tr>
</tbody>
</table>

Source: U.S. Census Bureau

https://www.census.gov/cgi-bin/sssd/naics/naicsrch?chart=2012
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