Cognitive, Affective, & Behavioral Neuroscience

2008, 8 (4), 475-484
doi:10.3758/CABN.8.4.475

Decision ecology: Foraging and the ecology
of animal decision making

DAvVID W. STEPHENS
University of Minnesota, Saint Paul, Minnesota

In this article, I review the approach taken by behavioral ecologists to the study of animal foraging behavior
and explore connections with general analyses of decision making. I use the example of patch exploitation deci-
sions in this article in order to develop several key points about the properties of naturally occurring foraging
decisions. First, I argue that experimental preparations based on binary, mutually exclusive choice are not good
models of foraging decisions. Instead, foraging choices have a sequential foreground—background structure, in
which one option is in the background of all other options. Second, behavioral ecologists view foraging as a hi-
erarchy of decisions that range from habitat selection to food choice. Finally, data suggest that foraging animals
are sensitive to several important trade-offs. These trade-offs include the effects of competitors and group mates,

as well as the problem of predator avoidance.

Foraging in Patches

In an alpine meadow, a worker bumblebee plows through
the air. Its large body and implausibly small wings remind
one of an enormous but absurdly miniaturized transport
plane. Like their better known relatives the honeybees,
bumblebees live in colonies and collect pollen and nec-
tar to feed their developing brood. Foraging bumblebees
visit flowers, of course, flying to them and crawling into
them to find pools of nectar. A natural meadow is not a
uniform floral carpet. Instead, the bumblebee finds flow-
ers in clumps. Most plants, for example, present a small
cluster of flowers together on a single stalk called an in-
florescence. What sorts of decisions does the bumblebee
need to make as it moves through this world of flowers
and flower clumps? Of course, it must somehow choose
which inflorescence to visit and which flower to visit on
the inflorescence. A somewhat less obvious problem is the
necessity of deciding whether to stay and exploit another
flower on this inflorescence or to leave and find a new
inflorescence to exploit.

Many—probably most—animals face leave-versus-stay
decisions like this. To understand the advantages or disad-
vantages of leaving or staying, we need to know how the
bee accrues food as it spends time exploiting the inflores-
cence. Typically, the bee will acquire food fairly quickly
at first, so that we would see a roughly linear relationship
between nectar gained and the time spent exploiting the
inflorescence. This cannot last, because the bee’s exploi-
tation eventually depletes the inflorescence, so our plot
of gains versus time will start to bend downward (Fig-
ure 1) and must ultimately asymptote to some maximum
that is set by the limited resources of the inflorescence.
So patches exhibit diminishing returns; fresh, unexploited

patches yield food quickly, but food gains per unit time
inevitably decline. Consider two possible strategies: A
patch-exploiting bumblebee could make short visits that
“skim the cream,” moving quickly on to fresher patches
elsewhere. At the other extreme, our bumblebee could ex-
ploit each inflorescence thoroughly, working the inflores-
cence to extract every last dreg of nectar. Which should
the bumblebee do?

To answer this question economically, we want to com-
pare the value of staying to the value of leaving. We can
use the relationship between exploitation time and food
gains discussed earlier to find the value of staying. Obvi-
ously enough, if this relationship shows diminishing re-
turns, the value of staying for one more time interval must
also decline steadily. To find the value of leaving, how-
ever, we need to consider things beyond the current patch.
We need to know the value of the bee’s options elsewhere:
What can it gain if it leaves the patch? This depends on the
overall richness of the bee’s habitat. In a rich habitat with
lots of inflorescences dripping with nectar, the value of
leaving is obviously higher than in a poor habitat, where
low-quality inflorescences are few and far between. With
these elements in mind, the reader can probably piece
the whole story together. One would expect a forager’s
patch-leaving behavior to reflect a balance between the
diminishing returns of patch gain and the value of the for-
ager’s options elsewhere. This covers a lot of territory, of
course, because many things can influence the forager’s
patch-gain function, as well as the properties of the op-
tions available elsewhere. We can reduce this complexity
somewhat by considering a simplified habitat in which all
the patches are the same—that is, all patches exhibit the
same relationship between exploitation time and amount
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Figure 1. Graphical model of patch exploitation. Each plot
shows the relationship between time and the amount of energy
extracted from a patch. The forager gains no energy while it is
traveling to the patch, so we show a flat line of height 0 during
the travel phase of a patch exploitation cycle. The forager begins
to obtain resources when it enters a patch, and we characterize
this gain process by a decelerating but increasing curve. This gain
function bends down because the resources in the patch are fi-
nite, so the rate of extraction must ultimately slow down. To find
the patch exploitation time that gives the highest intake rate, we
construct a straight line from the origin to the gain curve, so that
this line is just tangential to the gain curve. The slope of this line is
the intake rate (gains/total time), and the rate-maximizing patch
exploitation time corresponds to the point of tangency (where the
dashed line touches the curve). Panel A shows a short travel time
(rich habitat), and panel B shows a long travel time (poor habi-
tat). One can see that this tangent construction model predicts
longer exploitation times in poorer habitats.

gained, which we call the gain function. This simplified
situation lets us separate the values of staying and leaving
quite cleanly, because if all patches are the same, richer
habitats simply have more of them; to represent this, we
focus on the time required to travel between patches. This
travel time will be short in rich habitats and long in poor
habitats. Therefore, long travel times should promote stay-
ing, and short travel times should promote leaving. Fig-
ure 1, which will be familiar to some readers, shows this
logic graphically. Of course, this leads to a simple behav-
ioral prediction: Animals should spend more time in and
extract more resources from patches when travel times are
long. The driving force behind this prediction is oppor-
tunity cost. In a rich environment, a forager loses future
opportunities by overstaying, whereas in a poor habitat, an
understaying forager loses opportunities associated with
exploiting the current patch. Readers may recognize the
ideas developed here as the so-called marginal value theo-

rem originally developed by Charnov (1976) and Parker
(1978; see Stephens & Krebs, 1986, for a comprehensive
review of this classic idea).

Do foraging animals follow this prediction? The answer
isaresounding and quite impressive yes! We have evidence
from over 60 different species ranging from invertebrates,
such as spiders and wasps, to vertebrates, such as birds
and mammals (Nonacs, 2001; Stephens & Krebs, 1986).
In a well-known study, Richard Cowie (1977) created ar-
tificial patches for an insectivorous bird (Parus major)
by hiding mealworms in sawdust-filled yogurt cups and
found a very orderly relationship between travel time and
exploitation time.

An especially elegant setup uses animals that forage
from a central place. Chipmunks studied by Giraldeau and
Kramer (1982) made forays from their burrows collecting
seeds and returned, adding those seeds to larders in their
burrows. In situations such as this one, one can manipu-
late travel time experimentally by simply placing piles of
seeds different distances from the home burrow. As with
Cowie’s (1977) birds, one finds an orderly relationship be-
tween travel time and the time chipmunks spend collecting
seeds from a patch. It would be misleading to claim that the
simplest patch models (as outlined here) predict behavior
perfectly—far from it. Yet, they clearly predict this basic
and widely observed qualitative relationship between travel
time and patch exploitation time. Finally, I comment that
food patches are quite literally everywhere; even things that
do not seem like patches have patch-like properties. Think
again about our foraging bumblebee. We developed the idea
of patches by focusing on clumps of flowers, but we could
have focused on a single flower: As the bee laps the nectar
from a flower, it experiences diminishing returns, just as it
does at the level of the whole inflorescence.

Self-control versus patch exploitation. In this article,
I review the behavioral ecology of animal foraging, high-
lighting connections with psychology and neurobiology.
The introduction described the simple natural problem
of patch exploitation. This section begins to make con-
nections with psychology and neuroscience by exploring
the connection between patch exploitation and impulsive
choice. As many readers will know, animals show strong
preferences for immediate food delivery (see, e.g., Ains-
lie, 1974; Bateson & Kacelnik, 1996; Killeen, 1968;
Mazur, 1987; Rachlin & Green, 1972). This behavior
travels under many names: impulsivity, failure to delay
gratification, delay discounting, and a few others.

Consider a simple impulsivity study. The investigator
arranges a situation in which the animal waits for a fixed
time, 7. When this intertrial interval expires, the apparatus
offers the animal a choice between a smaller—sooner op-
tion and a larger—later option (Figure 2A). Obviously, the
animal must do this repeatedly, and it will learn through
experience that, for example, choosing a red stimulus
leads to the larger—later option, whereas choosing a green
stimulus leads to a smaller—sooner consequence. We have
a large body of results from this simple experimental par-
adigm, which is usually called the self-control prepara-
tion (because an animal choosing the larger—later option
is said to demonstrate self-control). The basic observa-
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Figure 2. A comparison of the self-control and patch choice
preparations. Panel A shows a single trial in a conventional choice
study. The animal waits for time 7; the apparatus then offers a
choice between a smaller—sooner and a larger—later option. The
cross shows the point at which the animal makes a choice. Panel B
shows an economically analogous patch situation. In the patch
preparation situation, the animal waits (travels) for time 6, then
encounters a single stimulus (a patch); after entering the patch,
the animal waits d; sec for a delivery of amount B;. At this point,
the animal can choose to stay in the patch and obtain additional
amount B, after delay d,, or it can leave and start a new trial.
Subjects must choose between a smaller amount in a smaller
total trial time and a larger amount in a larger trial time in both
situations.

tion, however, is that animals have strong preferences for
smaller—sooner options, even though simple economic
considerations suggest that the larger—later option is bet-
ter. The economic considerations in question derive from
comparisons of long food-intake rates. So when we say
that animals prefer smaller—sooner options, even though
they should not, we mean that they continue to prefer
smaller—sooner options, even when they could obtain
more food in the long run by waiting for the larger—later
option. Note that this smaller—sooner versus larger—later
problem has much in common with patch exploitation:
Should I spend less time extracting less or spend more
time to extract more? We have clear-cut evidence showing
that animals in poor habitats spend more time in patches
extracting more food, effectively choosing larger—later
consequences (Nonacs, 2001). Similarly, animals in rich
habitats spend less time in patches and extract less food,
effectively preferring smaller—sooner consequences. To
be sure, exploiting a natural food patch differs in many
ways from choosing between red and green stimuli, but
the problems are quite similar economically. Given this
economic similarity, we would expect that creating a poor
habitat by experimentally creating a long intertrial interval
(the economic analogue of travel time) should shift pref-
erence toward the larger—later option. On the other hand,

creating a rich habitat by creating short intertrial intervals
should shift preference toward the smaller—sooner option.
Unfortunately, the data clearly show that changes in inter-
trial interval do not influence choice in this preparation
(see, e.g., Bateson & Kacelnik, 1996; Mazur, 2001).

Why is the self-control preparation so different from
patch exploitation, even though the same lost-opportunity
effects occur in both? Over the past 10 years, my labora-
tory has developed a choice preparation that captures some
basic properties of naturally occurring patch exploitation,
and we can directly compare data gathered from this prepa-
ration with data from self-control studies (Stephens & An-
derson, 2001; Stephens, Kerr, & Fernandez-Juricic, 2004;
Stephens & McLinn, 2003). Figure 2B shows the basic
idea. The subject (in our experiments, captive blue jays)
waits for a fixed time between presentations. This wait-
ing time is economically analogous to the travel time in
patch exploitation and intertrial interval in the self-control
preparation. When this “travel time” expires, the apparatus
presents a single stimulus that indicates a patch encounter.
The animal makes some response that serves as the experi-
mental analogue of entering the patch (in our preparation,
it hops from the “travel perch” at the rear to the “exploita-
tion perch” at the front of the apparatus). After an initial
delay, the apparatus delivers a small amount of food. At
this point, the animal faces the patch exploitation decision
that interests us. The animal can stay where it is and wait
for an additional delivery of food from the apparatus. This
mimics natural staying decisions that generate more food
but take more time. Alternatively, the subject can leave the
front perch and return to the travel perch at the rear. If the
subject chooses to leave at any time, this initiates a new
travel-encounter—enter cycle.

The downside of the patch choice preparation is, of
course, that it is quite simple in comparison with natu-
ral patches. It has two key virtues, however. Its simplic-
ity makes it tractable and easy to implement, and we can
easily engineer situations where our patch preparation
creates exactly the same economic situation as a self-
control situation. One can do this fairly simply (Figure 2)
by arranging things so that (1) a leave decision yields the
same amount of food and takes the same amount of time
as choosing smaller—sooner in self-control, and (2) a stay
decision yields the same total amount of food and takes
the same amount of time as choosing larger—later in self-
control. [ hasten to add that this arrangement only creates
situations that are economically equivalent. The two situa-
tions still differ in many ways, as will be discussed below.
For example, in the patch situation, staying produces two
food deliveries (within a choice-to-choice trial), whereas
the economically equivalent larger—later option in self-
control produces only one.

In our first experimental study comparing the patch and
self-control preparations (Stephens & Anderson, 2001),
we created 12 pairs of equivalent patch and self-control
situations by systematically varying the temporal param-
eters of the situation—that is, the intertrial interval, the
delay to small, and the delay to large. In comparing these
12 economically equivalent situations, we found that our
subjects made many impulsive errors (i.e., they chose
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smaller—sooner in situations where larger—later would
have produced a larger intake rate) in the self-control situ-
ation, but they achieved a much higher level of perfor-
mance in the patch situation. Specifically, in cases where
birds in the self-control preparation “mistakenly” chose
smaller—sooner, the same birds chose to stay, achieving
relatively high long-term gains in patch. In another study
(Stephens & McLinn, 2003), we showed that changes in
intertrial interval (i.e., travel time) influenced choice be-
havior in the patch situation, as it does in naturally oc-
curring patch exploitation. Indeed, this study showed that
animals in the patch situation treated the intertrial interval
(0, in Figure 2) and initial delay (d;) as a single combined
delay, a result that contrasts sharply with the self-control
preparation, where subjects show exquisite sensitivity to
delay, but ignore the intertrial interval.

In addition to these empirical results, our group has
observed that impulsive decision rules—that is, rules
that evaluate options shortsightedly—could, in theory,
explain these results (Stephens & Anderson, 2001; Ste-
phens et al., 2004). Specifically, an animal using a short-
sighted rule could achieve a high long-term intake rate
in the patch preparation, even though the same rule leads
to impulsive mistakes in the self-control situation. This
observation led us to offer a novel explanation for the
evolution of animal impulsivity; we call this the ecologi-
cal rationality hypothesis. According to our hypothesis,
selection has favored impulsive choice mechanisms, be-
cause natural choice situations are frequently like our
experimental patch situation—which, it turns out, favors
shortsightedness. In other words, animal impulsivity is
rational when viewed in the correct ecological context.
Although this article is not, primarily, a review of our
work on ecological rationality, this approach does illus-
trate why it is important to consider the natural context of
the choice mechanisms we all study. And, of course, this
article argues that foraging is an important and tractable
“natural context” in which to study decision making.

What is the difference between patch exploitation deci-
sions and conventional approaches to choice? There are,
in fact, several critical differences:

1. Foraging choices are repeated, not single-shot, choices.
The single-shot choice (a situation in which a decision
maker must choose between alternatives once and only
once and be committed in perpetuity thereafter to whatever
the decision maker selects) is a useful theoretical construct
because it isolates this decision from the remaining com-
plications of the world. Of course, the real world does not
work this way—certainly not the world in which animals
acquire food. Acquiring food is a lifetime endeavor for most
animals, and decisions made today have implications for
foraging tomorrow.

2. Natural foraging decisions are seldom choices be-
tween mutually exclusive options. When an animal
chooses to stay in a patch, it is, in one sense, choosing not
to leave; but choosing to stay does not prevent the animal
from eventually leaving. Yet, most choice experiments en-
force mutual exclusivity; choosing option A means that
option B will not be available until the next trial, when
another A versus B choice is offered.

Combining these two points, we can see that natural for-
aging (and patch exploitation decision, specifically) has
a special structure that we call foreground—background
choice. In foreground—background choice, the forager
faces a series of “act or continue”-style choices (stay vs.
leave, attack this prey item vs. continue searching for oth-
ers, etc.). Within this framework, we imagine that a deci-
sion maker follows a default series of actions (e.g., search
for more prey or patches) that represents a background
exploitation strategy (see Stephens et al., 2004, for a com-
plete development). This background strategy represents
the animal’s default actions, and it generates an ongoing
stream of food gains.

Now assume that a forager encounters a potential food
item that it can attack or ignore. If it attacks, this means
that it puts its background strategy on hold for the time
required to exploit this foreground resource, but that it
will return to its background tactic when it is finished. If it
ignores the foreground item, it simply continues using its
background tactic. In patch exploitation, therefore, choos-
ing to stay for an additional time unit is a foreground op-
tion, but choosing to leave and search for further patches
is always in the background. Foraging decisions do not,
then, necessarily fit the decision-making model that ex-
periments using binary, mutually exclusive options seem
to imply. Using this new terminology, then, the ecological
rationality hypothesis holds that impulsive choice mecha-
nisms evolved because they perform well in foreground—
background choice, even though they produce relatively
poor performance in the laboratory-enforced regime of
binary, mutually exclusive choices.

Of course, this critique of binary choice is not unique.
In Hastie’s (2001) thoughtful review of problems in the
study of decision making, he ridicules “the image of a
decision-maker standing at a choice point like a fork in a
road” (p. 665). Yet, recognizing this problem within natu-
ral foraging gives us an important natural context in which
to investigate nonbinary choice; it also suggests alterna-
tive formulations, such as our foreground—background
distinction.

I have taken some time to develop the idea of patch ex-
ploitation, in part, to illustrate the important properties of
foraging decisions outlined above. However, I also seek to
remind readers of this important and basic decision prob-
lem: Typical animals will make thousands of patch exploi-
tation decisions during their lives, and my group’s research
suggests that they may be especially good at making these
sorts of decisions. In contrast to the natural simplicity of
patch exploitation, the contrived situations that some work-
ers describe as foraging are, to me, simply surprising. For
example, I find very little similarity between natural forag-
ing choice and the concurrent variable interval schedules
used in the study of matching. Yet, it is not uncommon to
read psychological articles that offer matching as an ana-
logue to foraging (e.g., Gallistel, 1994).

Foraging: Models and General Principles

The patch exploitation situation offers us a glimpse into
the problems that foragers face, but there is, of course, a
great deal more to natural foraging. The remainder of this
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article offers an overview of foraging problems that is in-
tended for students of decision making with backgrounds
in psychology and neurobiology. Before I launch into this
review, however, I consider a more basic question: Why
should students of decision making care about natural
foraging? I offer three points in answer to this question:
(1) As scientists, we all recognize that simplified and even
contrived situations (such as the self-control preparation
discussed above) can offer important insights in underly-
ing decision processes. Yet, our interpretation of results
can depend on an understanding of how the laboratory sit-
uation relates to situations that our subjects normally face.
In my group’s studies of animal impulsivity, for example,
interpreting self-control results as patch exploitation rules
used out of context gives us a dramatically different inter-
pretation of animal impulsivity (see Stephens et al., 2004).
(2) An ecological approach to decision making can reveal
new patterns and generate new hypotheses. For example,
patch exploitation models led investigators to document
the nearly universal relationship between travel time and
patch exploitation time. (3) Foraging is special. The ani-
mal way of life is, quite literally, defined by an imperative
to acquire food, and this imperative has surely played a
central role in shaping the neural mechanisms that control
movement and, ultimately, decision making.

Behavioral ecology is a subdiscipline of biology that
seeks to understand behavior in an ecological context—
especially, how ecological forces, via natural selection,
have shaped behavior. Foraging behavior has been a major
topic within behavioral ecology since the 1970s. In this
section, I review the behavioral ecologist’s approach to
foraging; but before doing so, let us pause to discuss the
nature of models in behavioral ecology.

The foraging models outlined here follow a long tradi-
tion of evolutionary economics within the field of behav-
ioral ecology. Natural selection, the argument goes, acts
like an optimizing agent, because it selects alternatives on
the basis of fitness (e.g., reproductive success). Although
the mathematics of these models are nearly identical to
those used in economic models, the two types of mod-
els are not the same. Economic studies of choice assume
that some system of value (e.g., utility) exists that guides
the decision maker’s behavior, and the economic models
are not especially fussy about where this system of value
comes from; it is often fitted from observed behavior via
the so-called revealed preference approach, or it could be
derived from some a priori model. Evolutionary models,
in contrast, have one and only one system of value: evo-
lutionary fitness. In practice, however, this crisp logical
distinction can become fuzzy, because the connection be-
tween fitness and behavior is often purely hypothetical.

Reconsider the patch models outlined earlier. These
models predict the behavior of an animal exploiting patchy
resources, following the premise that natural selection has
favored increases in the long-term rate of food intake. This
model, correct or not, represents an evolutionary hypoth-
esis. If selection has acted according to assumptions X, Y,
and Z, then behavior should have properties A and B. In
our example, the patch model successfully predicts a rela-
tionship between travel time and exploitation time.

Now consider an alternative model that considers the
underlying neural mechanisms of patch departure. Al-
though I have no idea what form this model would ac-
tually take, such a model might identify neural activity
associated with patch departure and somehow specify a
connection between the properties of this activity and the
locomotion that precedes patch encounter.

A mechanistic model like this could surely explain the
travel time—exploitation time relationship. Are the two
models in conflict? Are they alternatives? Is one about
true causation and the other something less? Surely not.
Animals can exploit patches more thoroughly in poor hab-
itats because selection has favored actions that maximize
intake rate and because they have neural mechanisms that
control this behavior. Behavioral ecologists call this the
proximate—ultimate distinction (Alcock, 2005; Alcock &
Sherman, 1994). In this terminology, ultimate models deal
with the evolutionary causes of behavior, and proximate
models deal with the underlying mechanisms. Some read-
ers will recognize the similar distinction made by Tinber-
gen (1963) in his famous “four questions.”

In practice, many investigators are perfectly happy to
ask questions about only one of these two causes (mecha-
nistic or evolutionary) of behavior. Most students of be-
havior would agree, however, that these two accounts of
behavior should ultimately be drawn together into an in-
tegrated whole. Unfortunately, the current state of the art
falls short of this integration. Instead, we simply hope that
each approach informs the other. For example, studies of
mechanism reveal constraints that evolutionary modelers
can incorporate into their models, whereas evolutionary
economics often reveal new behavioral phenomena (e.g.,
the travel time—exploitation relationship, or the input-
matching behavior of group-feeding animals) for students
of mechanism to explore physiologically.

A decision hierarchy. The process of foraging in-
volves many decisions, and behavioral ecologists find it
useful to think of an interrelated hierarchy of decisions
(Stephens & Krebs, 1986). At the highest level, foraging
animals must choose where to forage: Should our bumble-
bee forage in a clump of Delphinium on a slope, or from
the spikes of Aconitum along a neighboring stream? We
call these habitat choice problems, and the defining fea-
ture of these choices is that foragers’ behavior has little
influence on the benefits obtained from a habitat. In the
simplest habitat choice model, therefore, we would char-
acterize each option by rate of gain (e.g., 8 J/min in the
Delphinium habitat and 11 J/min in the Aconitum habi-
tat) and predict that the animal should prefer the habitat
with the higher food gain. Habitat choice is probably the
closest that natural foraging comes to binary mutually ex-
clusive choice, although this binary choice happens on
fairly large spatial and temporal scales, and, of course,
habitat-exploiting animals are free to switch to another
habitat at any time. Below, I will describe two important
complications—the effects of predators and those of com-
petitors—in habitat choice.

Within a habitat, we imagine that the animal experi-
ences a temporally structured encounter process (en-
countering prey items or patches) as it moves through the
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habitat. At its simplest, this encounter process could be
something like encounter a flower every 25 sec. In a more
complex encounter process, we would specify the aver-
age rates at which the forager encounters different types
of potential resources. (Although investigators seldom
discuss it, a forager can make several decisions that in-
fluence the encounter process, such as movement speed.)
Given a well-defined encounter process, the forager must
make a sequence of accept- or reject-style decisions. We
often call these prey choice decisions, even though the
selected entities sometimes do not seem much like prey.
A cow, for example, may accept or reject a clump of grass.
At the lowest level, we are back to the patch exploitation
problem discussed above. Given that the cow accepts
the clump of grass, how extensively should it exploit it?
Clearly, prey choice and patch exploitation decisions have
a foreground—background structure that differs strikingly
from the binary, mutually exclusive choice paradigm fa-
vored by experimentalists and decision modelers. Finally,
I comment that, whereas behavioral ecologists find this
three-level hierarchy useful, one can certainly expand and
embellish this simple hierarchy to address special situa-
tions. We could, for example, push things down one more
level by considering digestive and processing decisions
(e.g., how long to chew).

Rate-maximizing models. Behavioral ecologists have
expended considerable effort in exploring this hierarchy
of decisions, both theoretically and empirically. The clas-
sic models of these problems adopt a rate-maximizing
premise. Our basic model of patch exploitation discussed
above, for example, solves for the patch exploitation tactic
that maximizes long-term food intake (usually, but not
necessarily, measured in joules). These models provide a
rich set of predictions too extensive to review here (Ste-
phens & Krebs, 1986, provide the classic discussion of
these models). It is useful, however, to recognize the prin-
ciple of lost opportunity that is the common thread con-
necting this family of basic models.

For example, a forager that stays in a patch too long
pays an opportunity cost because it wastes time exploit-
ing a depleted patch when fresher patches remain unex-
ploited. Similarly, in rate-maximizing models of prey
choice, choosing a mediocre prey item with a long han-
dling time carries an opportunity cost, because the forager
forgoes the opportunity to search for a superior prey item
while processing the mediocre item. One can certainly
quibble over the details of this simple family of models,
but the principle of lost opportunity does seem to offer
important insight into the economic determinants of for-
ager behavior.

Predators and competitors in habitat choice. Eco-
nomically, the problem of habitat choice seems to be the
least interesting problem in our hierarchy. If one habitat
offers food at rate |, and the other offers food at rate r,,
then we should surely expect a forager to exploit the habi-
tat that provides the higher intake rate. Of course, it may
have to learn this, but this does not seem to be a terribly
challenging problem. Perhaps due to the logical simplicity
of habitat choice problems, studies of habitat choice have
given us a foothold on two more complex problems: the

effects of competitors on foraging behavior and those of
predators on foraging behavior.

To see the effects of competitors on habitat choice,
consider two habitats that deliver food at rates »; and
r,, respectively. As explained above, we expect a soli-
tary forager to occupy the habitat with the highest intake
rate. To include the effects of competitors, assume that
there are N total foragers who must somehow arrange
themselves so that n; individuals occupy Habitat 1 and
n, individuals occupy Habitat 2 (where we obviously re-
quire that n; + n, = N). Suppose that these habitats
are ideal in the sense that the n; individuals in Habitat 1
share the resources equally, so that each obtains an in-
take rate of r\/n;, and it follows that the individuals in
Habitat 2 obtain an intake rate of ,/n,. Now suppose that
each of N individuals is free to move from one habitat
to the next. If individuals can move and evaluate their
gains in the different habitats, we should expect a net
movement to Habitat 1 any time r,/n; exceeds r,/n,. In-
deed, the only situation in which there would be no net
movement—anthropomorphically, we might say that all
the foragers are happy where they are—is when r/n; =
r,/n,, or, equivalently, when r/r, = n;/n,. This is called
the input matching rule, because it predicts that relative
numbers of competitors in each habitat should match
the relative food inputs. As readers will observe, this is
an incredibly simple model, so it is quite surprising to
find that it is very successful experimentally. Abrahams
(1989) showed, for example, that guppies foraging in an
aquarium followed the predictions of the input matching
rule. Simple studies like this confirm that groups tend to
distribute themselves in a way that matches inputs; if we
deliver food at twice the rate to the left, we will typically
find twice as many fish there. Behavioral ecologists call
this the ideal—free distribution because it assumes that
individuals choose freely and share food according to
an ideal assumption of equal sharing (Fretwell & Lucas,
1970). Of course, real animals are seldom ideal or free.
In particular, some individuals compete more effectively
than others, getting a larger share of the food, or even
defending a site against intruders. Yet, even in the face
of these obvious failures of our assumptions, we still
frequently observe input matching among groups of for-
agers (see, e.g., Tregenza, 1995). Due to its robustness
and its logical simplicity, the ideal—free distribution pro-
vides the foundation of modern studies of social forag-
ing. These models use a leaving—joining framework that
clearly derives from the ideal—free model (Waite & Field,
2007). This input match framework resembles Herrn-
stein’s well-known matching law (Herrnstein, Rachlin,
& Laibson, 1997; see also Baum, 1974), which predicts
the allocation of behavior by individual animals in oper-
ant choice situations. Interestingly, the only study I know
of having individual animals in a habitat choice situa-
tion is from my own laboratory (Stephens & Stevens,
2001). This study showed that single individuals do not
match behaviorally in habitat choice situations. Instead,
they use the best habitat exclusively, or—if the two food
sources are close together—they position themselves to
use both, rather than allocating their time to each op-
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tion in portion to its richness, as the input matching law
would predict. This is hardly surprising, notwithstanding
the algebraic similarity of the two “matching” formal-
isms, since the two approaches actually deal with strik-
ingly different scenarios and dependent measures (e.g.,
allocation of choice behavior vs. allocation of individu-
als between habitats).

As these ideas suggest, different habitats offer different
levels of food reward. Of course, they also vary in other
ways. One key dimension is in the degree of risk from
predators; indeed, many of the best habitats are also the
most dangerous. Foragers clearly face a critical trade-off
between acquiring food efficiently and avoiding death.
Here again, habitat choice provides a useful framework.
For example, Abrahams and Dill (1989) engineered a sim-
ple extension of conventional “fish in a tank” studies by
cleverly positioning a predator at one habitat, but not at the
other (using a screen that guppies, but not predators, could
pass through). They found that the presence of a predator
changed the distribution of fish quite dramatically; but by
systematically increasing the food input rate in the preda-
tor habitat, they were able to create a 50:50 distribution
of guppies in the risky and safe habitats. This suggests
that foraging animals somehow evaluate combinations of
danger and food reward. Behavioral ecologists now have
many results like this (probably hundreds of examples)
that suggest that animals make sophisticated trade-offs
between food and safety. For example, grasshoppers ad-
just their position on grass stems in response to predators.
When they primarily suffer bird predators, they forage
near the ground; but when predatory lizards are present,
they shift upward (Pitt, 1999). In another instance, small
birds have two key defenses against predators: vigilance
(looking up) and foraging in groups. They look up more
frequently in small groups, suggesting that they are sensi-
tive to a trade-off between these two predator avoidance
techniques (see, e.g., Fernandez-Juricic, Kerr, Bednekoff,
& Stephens, 2004). In addition, the relationship between
group size and vigilance depends on factors that influ-
ence the predator risk (e.g., a recently sighted predator,
tall grass that reduces the value of vigilance, etc.).

These observations suggest some interesting problems
for psychologists and neurobiologists interested in deci-
sion making. The ideal—free distribution, for example, rep-
resents a relatively simple (perhaps fundamental) problem
in social behavior that psychologists and neurobiologists
could profitably explore. Several recent articles suggest
that the neural underpinnings of social interaction could
be experimentally accessible (Flombaum & Santos, 2005;
Sanfey, 2007), but these studies tend to focus on com-
plex animals in complex situations (e.g., primate strate-
gies in social games). It could be quite revealing to apply
similar techniques to these basic problems of competition
and resource use. To an outside observer, at least, it seems
that the neural bases of reward and fear are studied as two
distinct phenomena (see Davis, 2006), but this mass of
evidence from behavioral ecology suggests not only that
animals can integrate decisions based on reward and fear,
but also that this represents an important natural problem
that animals have experienced through many generations

of selection (see Mobbs et al., 2007, for a study that shows
how these analyses might proceed).

Why Foraging Matters

In this final section, I discuss connections between for-
aging and other approaches to decision making. In doing
so, I hope to make the point that an understanding of ani-
mal foraging behavior can enrich our analyses of decision
making. Of course, the basic point here is that understand-
ing the problems that the decision-making apparatus has
been designed to solve offers a template we can use to
make stronger inferences about underlying mechanisms. I
offer some specific examples below to explain how think-
ing about foraging can inform psychological and neuro-
biological approaches to decision making.

Psychology and foraging. The interplay between for-
aging and animal psychology is rich and increasingly well
developed (three recent articles review this area: Adams-
Hunt & Jacobs, 2007; Sherry & Mitchell, 2007; Stephens,
2007). Studies of foraging may, for example, rely on psy-
chological results about discrimination in order to discern
how animals discriminate between palatable and unpalat-
able prey items. One of the most basic connections focuses
on foraging and learning. Many learning studies—starting
with Pavlov—focus on learning about food and feeding
resources. Foraging animals clearly learn many features
of their foraging environments (e.g., properties of prey,
locations of resources, etc.), yet they respond with simple
fixed preferences in other feeding situations. In order to
understand this, behavioral ecologists have studied the
benefits associated with learning (using experience to
track the properties of the environment), both theoreti-
cally and empirically (Stephens, 2007). The basic premise
of this approach is that statistical properties of the envi-
ronment, such as predictability and change, determine the
value of attending to experience.

Consider, for example, another choice problem that
our foraging bumblebee might face. Assume that our
bumblebee finds itself foraging in a clump of flowers. A
given percentage of all flowers provide rich nectar rewards
(proportion p = good), whereas the remaining flowers
(proportion 1 — p) provide almost nothing. The variable p
tells us something about the underlying uncertainty about
flower quality. For example, if p is near 1, all the flowers
are good; our bumblebee can simply visit every flower it
encounters. Now imagine that some of the flowers are blue
and some are yellow, and there is a correlation between
flower color and nectar rewards, so that blue flowers tend
to be richer. Although this color—quality correlation could
take many forms, let us use a simple reliability parameter
to represent the strength of the correlation; we will assume
that blue tends to signal a good flower, and yellow tends
to signal a bad flower. We can use a conditional probabil-
ity g to represent this reliability. That is, we let ¢ be the
probability that a blue flower is good and the probability
that a yellow flower is bad. A ¢g value near 1 means that
color reliably indicates quality; conversely, a ¢ value of
.5 means that color provides no new information. When
should the bee use its experience of flower color to change
its behavior, as opposed to simply ignoring its experience
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and attacking or ignoring everything it encounters? A mo-
ment’s reflection will show that reliability and uncertainty
are both important here. If uncertainty is low (e.g., most
flowers are good, or most flowers are bad), the bee already
knows what to do, and flower color has little importance,
regardless of its reliability. On the other hand, if flower
quality is uncertain, we still need a reliable correlation be-
tween experience (color, in our example) and consequence
to make attending to experience worthwhile. Even though
this example is oversimplified (and even contrived), we
clearly expect that an interaction between uncertainty and
reliability should determine the value of attending to ex-
perience. Do real animals respond to these variables as
we predict? Using our colony of captive blue jays, my re-
search group created an experimental situation that paral-
lels our flower color example (McLinn & Stephens, 2006;
see Stephens, 2007, for a recent review). We factorially
manipulated uncertainty and reliability, and we found that
these variables predicted whether our subjects responded
to a color stimulus roughly as hypothesized. In particular,
we found that our jays came to ignore colored stimuli in
conditions of low uncertainty and that the same animals
changed their behavior in response to colored stimuli in
conditions of high uncertainty and high reliability. This is,
of course, only one of many approaches within foraging
and behavioral ecology to learning and learning-related
phenomena (see Stephens, 2007, for a review). Focusing
on whether experience should shape behavior, I remark
that the phenomenon discussed here actually cuts a some-
what broader swath than learning. This is a defining prop-
erty of learning, and it also admits phenomena such as
stimulus—response relationships, which we would not call
learning.

Although there is an increasingly well-developed inter-
action between behavioral ecologists interested in foraging
and animal psychologists, these two fields do, of course,
offer quite different perspectives. As the example above
suggests, behavioral ecologists emphasize adaptive dif-
ferences in cognitive abilities. These adaptive differences
may be short-term differences that reflect recent changes
in an animal’s habitat or longer term differences (between
species and populations) that reflect differences in evo-
lutionary history (which we might call cognitive special-
ization, following Shettleworth, 1998). In contrast, the
psychological tradition emphasizes general processes of
behavioral control. This, for example, leads psychologists
to assume that principles of behavioral control revealed
by studies with rats will easily generalize to small birds
or slugs. Behavioral ecologists often find this a difficult
argument to accept. Overall, these differing perspectives
provide a healthy dose of tension, which forces workers
in both fields to enlarge and defend their paradigms. This
difference can get in the way of productive communica-
tion, however, because the researchers sometimes fail to
recognize their different but complementary goals.

Foraging and neuroeconomics. Neural studies of de-
cision making, and the field of neuroeconomics, specifi-
cally, are relatively young, so rather than outline how ideas
about foraging have contributed to these fields, I will offer

a prospectus about how this interaction might develop.
Although students of neuroeconomy show a growing
sensitivity to the natural context of decision making (see,
e.g., Platt, 2002), their studies still largely use traditional
decision-making paradigms, such as binary, mutually ex-
clusive choice. One reason for this, of course, is that one
can implement these conventional tests easily. Of course, |
advocate that neuroeconomists consider choice paradigms
(such as patch exploitation) that have a more realistic
structure. I do not necessarily argue that binary choice
situations are irrelevant, but that understanding their rela-
tionship with the types of problems animals face in nature
will provide important comparative data and possibly re-
veal that different neural mechanisms are in play.

I also think that the potential to incorporate naturally
important trade-offs in neural analyses of decision making
is quite exciting. As explained above, evidence from be-
havioral ecology suggests that animals can make rather so-
phisticated decisions that balance predation risk and food
intake. We have, of course, a growing base of knowledge
about the neural basis of fear (e.g., Davis, 2006); this has
not yet been integrated into the neuroeconomic approach.
Evidence from behavioral ecology suggests that this is
a compelling and naturally significant problem: How is
information about danger and food gain combined, and
how is the balance struck?

Caching and memory. The phenomenon of food cach-
ing represents one area where a reasonably well-developed
interaction between foraging and neurobiology already
exists. Clark’s nutcrackers (Nucifraga columbiana) live at
high elevations in western North America, where ripening
pine seeds are superabundant in the fall. Nutcrackers can
store up to 30,000 seeds for later use, using them to rear
their offspring the following spring. Many foraging animals
collect food and store it for later use. This simple aspect of
natural history illustrates the power and importance of un-
derstanding the problems animals face in nature, because
caching has proven to be an extremely rich area for the
study of memory and spatial abilities. For example, many
studies have demonstrated that caching animals achieve
higher levels of performance in spatial memory tasks than
their noncaching counterparts, and this enhanced abil-
ity seems to be supported by an enlarged hippocampus.
Sherry (2006) reviews this important interaction between
foraging and neural structures, and outlines a review pro-
gram he calls neuroecology.

The status of foraging models, as well as results. As
I have outlined results from behavioral ecology, I may have
inadvertently painted a picture of foraging as a solved and
completely understood problem. Of course, this is emphati-
cally not the case; the models and data outlined above draw
a fairly crude sketch of real animal foraging, and they are
very much works-in-progress (see Stephens, Brown, &
Ydenberg, 2007, for a review of current problems).

Several investigators focus on violations of these basic
claims about foraging choice. Collectively, these studies
fall under the heading of irrationality or bounded ratio-
nality. We have several examples of apparent irrationality
in feeding animals. These include examples of intransitive
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preferences (Shafir, 1994; Shafir, Waite, & Smith, 2002);
examples of decoy effects, in which the presence of a me-
diocre third option changes preference for two better al-
ternatives (see, e.g., Schuck-Paim, Pompilio, & Kacelnik,
2004); and so-called work effects, where subjects prefer
options previously associated with hard work (Pompilio,
Kacelnik, & Behmer, 2006). These are all intriguing and
active topics of study. For behavioral ecologists, the work-
ing hypothesis for these observations is the ecological ra-
tionality hypothesis. As explained above, this view holds
that observed irrational choice is an emergent property of
mechanisms that work well (i.e., typically make rational
choices) in natural choice situations (see Todd & Gigeren-
zer, 2000). This basic idea stretches back to the early days
of behavioral ecology, when it was known as the rules-of-
thumb problem (see, e.g., Cheverton, Kacelnik, & Krebs,
1985). After a brief flurry of interest, behavioral ecolo-
gists seemed to abandon the rules-of-thumb problem until
its reemergence under the heading of ecology rational-
ity. Like its predecessor, the ecology rationality approach
faces some difficulties. For example, it sometimes seems
too easy. Virtually any deviation from expectation could
easily be dismissed as being ecologically rational. It is
clear that we still need to develop some standards for how
this approach can be rigorously applied.

Summary

Among living systems, animals are the ultimate decision-
making machines. The animal way of life has the business
of acquiring resources at its core. It follows, I argue, that
those who wish to understand decision making need to
appreciate the decision-making problems that foraging
animals have faced throughout their evolutionary history.
Foraging animals face a hierarchy of decisions in which
they must choose among feeding habitats, select prey items
and patches within these habitats, and allocate their forag-
ing efforts in the face of conflicting demands, such as that
between efficient feeding and avoiding predators. I have
argued that binary, mutually exclusive choice offers a very
poor model of naturally occurring foraging decisions. In
contrast, foraging choices are fundamentally sequential
and commonly have a foreground—background structure,
in which the background alternative is a component of all
possible alternatives. Behavioral ecologists have many lines
of evidence suggesting that animal decisions strike a so-
phisticated balance between food gains and predation risk.
Finally, many other lines of evidence suggest that foraging
animals systematically make errors or irrational choices
in certain experimental situations. Modern thinking about
these results appeals to the idea of ecological rationality,
which hypothesizes that animals make errors because natu-
ral selection has shaped their decision-making apparatus to
achieve high levels of benefit in specific natural contexts.
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